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Abstract: Infrastructure systems are vulnerable to weather risks. With climate change, extreme events 
are expected to increase. To evaluate these changes in the Northeastern United States, state-of-the-art 
high-resolution, convection-permitting regional climate modeling simulations are carried out to downscale 
projections of the Community Earth System Model (CESM) to 3 km horizontal resolution under a high 
impact emissions scenario for a near future time period (2025-2041). Changes in mean climate and 
extreme events are assessed relative to the present-day climate (2006-2020) for three key weather elements 
affecting electricity grid infrastructure and operations: temperatures, wind speeds and ice accumulation on 
infrastructure surfaces. An assessment of exceedance threshold calculations based on the safety thresholds 
set by National Electric Safety Code (NESC) and International Organization for Standardization (ISO) is 
also provided. 
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Summary
When on February 14, 2021, emergency was declared in 
Texas after a major winter storm event, which led to power 
failures and excessive utility bills across the state due to 
the sudden increase in demand, it became evident that 
energy infrastructure is unprepared for the changing cli-
mate conditions. With climate change, extreme heat and 
storm events are expected to increase. Therefore, to ensure 
continued safety and well-being of the communities, in-
frastructure design codes established based on historical 
climate extremes need to be revised and new policy must 
be established to uphold safe design and operation of crit-
ical infrastructure. Furthermore, in a changing climate, 
country’s old and aging infrastructure must be updated 
to withstand future extreme events and strategic manage-
ment of new and planned infrastructure must include close 
collaborations between commercial entities, governments, 
city officials owning/operating such infrastructure with 
atmospheric and climate scientists. 
In this study, high-resolution climate projections are created 
and analyzed to assess physical climate risks on electricity 
grid infrastructure in the Northeastern United States (NE 
US). State of the art high-resolution, convection-permitting 
regional climate modeling simulations are carried out to 
downscale projections of the Community Earth System 
Model (CESM) over the NE US under a high impact emis-
sions scenario. High-resolution (at 3km by 3km geographic 
scale) climate projections are generated for a near future 
time period (2025-2041). The resulting climate projections 
comprise numerous climate variables at hourly temporal 
resolution and are therefore suitable for use in diverse 
applications and assessments. Among many other climate 
variables, these projections include temperatures, wind 
speeds, wind direction, precipitation (rain and snowfall), 
atmospheric pressure and relative humidity. Our analysis 
of long term, climatic changes focus on three key weather 
elements affecting electricity grid infrastructure and op-
erations: temperatures, wind speeds and icing. An offline 
model is deployed to estimate projected changes in icing 
risk (ice accumulation) on electricity grid infrastructure. 
The resulting projections include direct model output of 
100 Terabytes and an additional 500 Gigabytes of Icing data 

generated through the offline icing model. We calculate the 
changes relative to the present-day climate (2006-2020). 
Data for the present-day climate were previously generated 
in the same manner as our projections for a prior project 
and are publicly available (Komurcu et al., 2018).
Physical climate risks on energy infrastructure need to 
be assessed at specific locations, nevertheless, we also re-
port aggregate average changes in temperatures, icing and 
winds over the entire domain to provide an indication of 
the bulk potential changes in these climate risks in time. 
Based on our analysis of our projections, we find that mean 
temperature in NE US is 1.2°F higher in the near future 
(2025-2041) period relative to the present day (2006-2020) 
climate. We find larger changes in extreme statistics such as 
extreme winter temperatures in our projections. For icing 
indicators, we detect an increase in annual freezing rain 
days (~0.3 days for the domain average) and a decrease in 
annual wet snow days (~13.2 days change for the domain 
average) over the Northeastern United States. For winds, 
changes in the mean and extreme wind speeds are relatively 
small between the near future (2025-2041) and present day 
(2006-2020) in our projections.
We also provide several exceedance calculations over the 
Northeastern U.S. based on the safety thresholds set by 
National Electric Safety Code (NESC) and International 
Organization for Standardization (ISO). A more compre-
hensive analysis using our projections should be performed 
on the specific location of the asset in collaboration with the 
asset managers to make informed management decisions. 
Understanding future climate conditions is imperative for 
electric utilities. 
Our high-resolution climate projections, while state-of-the-art, 
are computationally expensive to apply to downscale pro-
jections from more than one Earth system model (ESM) 
or under more scenarios. We call for increased support for 
further high-resolution climate modeling studies to include 
downscaling of climate projections from several ESMs which 
would provide a range of potential future changes in climate 
hence framing the uncertainty and presenting the decision 
makers with robust science-based information about the 
safety of infrastructure investments and operations.
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1. Introduction 
Impacts of global warming vary from region to region and 
are significantly different than the global scale effects (e.g. 
Flato et al., 2013). For example, while some regions such 
as coastal Massachusetts experience more frequent and 
intense storms, precipitation or flooding events, others 
such as California go through more dry periods with in-
creased heat and wildfire events (e.g. Blunden et al., 2018). 
Changes in climate and extreme events not only threaten 
the lives and well-beings of the residents of these regions, 
but also pose a threat to the maintenance and sustainability 
of infrastructure such as the energy and transportation 
systems (e.g. Wilbanks et al., 2013). More frequent and 
intense snowfall and flooding events create additional 
burdens on the city, state and utility company budgets. 
Adequate planning for such events allows companies to 
optimize funding and result in the resilient management 
of infrastructure.
Infrastructure systems are vulnerable to changes in the mean 
climate and extreme events. Increasing frequency of extreme 
events under climate change make it economically difficult 
to respond to, recover from and rebuild after such events. 
For grid companies, changing load patterns (from expansion 
of renewables and electric cars) and the impacts of climate 
change (changes in the mean climate characteristics and 
extreme events) add to the challenges to determine capital 
expenditures and operational changes to prevent outages. 
Therefore, understanding the likely magnitudes of changes 
in energy demand is important for decision makers, who 
are making strategic planning for energy supply and in-
frastructure development. While it is important to know 
the immediate effects of changes in seasonal, sub-seasonal 
climate and extreme weather events on energy infrastructure 
and energy demand, it is equally important to understand 
these changes in longer, decadal time scales to make better 
investment choices on the location, design, materials and 
and management and financing of new and existing assets. 
Such knowledge is the key to increase the resiliency of the 
companies to physical and transitional risks.
In this study, we focus on the changes in the mean and 
extreme climate over the Northeastern United States (NE 
US) to help strategic asset planning and climate resilient 
infrastructure management. Weather/climate elements pose 
the most significant risks to infrastructure resilience. For 
example, increasing maximum temperatures and decreasing 
minimum temperatures may lead to equipment failures 
and outages. Similarly, if more frequent ice producing 
conditions or storms form or travel over the area of an 
asset, ice may accumulate on critical surfaces and may 
lead to equipment failures and outages. Extreme winds 
also affect infrastructure through direct damages to the 
infrastructure or by trees falling on to the transmission 
lines leading to outages. Hence understanding the likely 

magnitudes for these stressors on infrastructure is important 
for the resiliency of existing infrastructure as well as for 
the planning of future infrastructure investment locations.
The report is organized in the following way. In Section 2 
we describe the methodology for our analysis. Section 3 
illustrates the results for climate projections for 2025-2041 
and the changes in climate characteristics relative to the 
present-day climate (2006-2020). In Section 4 we provide 
aggregate mean impacts for the entire domain for tempera-
tures, winds and icing. Section 5 offers an analysis of ex-
ceeding thresholds set by electrical safety and transmission 
planning guides for our domain. In Section 6 we provide 
concluding remarks and suggestions for future analysis. 

2. Methodology
In climate science, Earth System Models (ESMs) are used 
to simulate past, present and future climate. ESMs include 
different components, such as land surface, atmosphere, 
ocean, cryosphere, to simulate the Earth’s climate. Climate 
projections from all ESMs participating in the Coupled 
Model Intercomparison Project Phase 5 (CMIP5) reveal 
increasing global surface temperatures into the future 
(IPCC, 2013). Climate projections from ESMs, however, 
are too coarse for studying changes in climate at regional 
and local scales or to provide regional and local climate risk 
assessments (e.g. Komurcu et al., 2018; 2020). Therefore, 
methodologies have been proposed to downscale climate 
model projections (e.g. Giorgo, 1990; Wilby, 1998). One 
such methodology is statistical downscaling, in which 
statistical relationships are established between historical, 
observed climate variables and ESM simulated historical 
climate variables. Downscaled variables are then obtained 
using ESM projections in such equations (Wilby, 1998). 
The downside of this methodology is that statistical re-
lationships are assumed to remain fixed into the future. 
Another methodology is dynamical downscaling, where 
regional climate models are used with initial and boundary 
conditions from ESM projections to downscale ESM pro-
jections (e.g. Giorgio, 1990, Komurcu et al., 2018; 2020). 
The regional climate models, similar to ESMs, have coupled 
land surface and atmospheric components and use estab-
lished parameterizations based on theory, modeling and 
laboratory studies. Hence, climate variables evolve freely 
in time based on these parameterizations and feedbacks 
between processes occur, meaning that these models do 
not use stationary assumptions. As a result, dynamical 
downscaling is computationally more expensive, yet it can 
yield physical science based, robust results.
In this study we use dynamical downscaling to study climate 
change in the Northeastern United States and its potential 
impacts on the energy infrastructure. In fact, we go one step 
further and use a convection-permitting regional climate 
modeling approach, where we employ a horizontal resolu-
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tion of 3 km in our regional climate model and eliminate 
the need to use a convection parameterization. Hence, we 
use high-resolution, convection-permitting regional climate 
modeling to downscale projections of an ESM (the Community 
Earth System Model (CESM)) under a high impact emissions 
scenario (Representative Concentration Pathway (RCP) 8.5 
for 17 years. Due to the computational cost associated with 
convection-permitting regional climate modeling simulations, 
we downscale climate projections from one ESM and focus 
on the worst case, high emissions scenario. It is important to 
note that ideally much longer periods of analysis are desirable 
to make assessments of climate and climate change.

2.1 Downscaling the Earth System Model 
Projections 

High-resolution climate projections are specifically gener-
ated for this study through the downscaling of the projec-
tions of an ESM under a high-impact emissions scenario 
using the Weather Research and Forecasting Model (WRF) 
(Skamarock et al., 2008) to 3 km horizontal resolution over 
the Northeastern United States between 2025-2041. We 
use projections from the CESM, a model developed at the 
National Center of Atmospheric Research (NCAR), under 
RCP 8.5 as the driver of our WRF simulations. The reason 
we use CESM over other ESMs is that the particular CESM 
projections dataset we chose has been bias corrected at NCAR 
(Monaghan et al., 2014; Bruyere et al., 2015) and studied 
in the context of high-impact weather affecting the Eastern 
United States (Bruyere et al., 2013; Komurcu et al., 2018). 
The regional climate modeling methodology is the same 
as in Komurcu et al. (2018) and we use the same three 
nested domains of 27, 9 and 3 km horizontal resolution 
as in Komurcu et al. (2018). The description of the WRF 
domain set up and parameterization choices are explained 
in extensive detail in Komurcu et al. (2018). Furthermore, 
assessments of model historical climate with respect to 
observations/retrievals based gridded products have been 
provided in Komurcu et al. (2018). Different from Komur-
cu et al (2018), in this study new calculations were added 
to include maximum hourly wind speeds at specific heights 
and direction of winds during maximum wind speeds during 
runtime. We produce hourly output at 3 km horizontal 
resolution for all locations within the box outlined in red 
in Figure 1. In Appendix A, we provide a list of selected 
climate variables available in our projections, however, the 
full list of available variables in our output is extensive and 
incudes numerous additional 2-dimensional (latitude-lon-
gitude) and 3-dimensional (latitude, longitude, height) 
variables in comparison to those listed in Appendix A. 

2.2 Methods for Estimating Ice Accumulation 
on Infrastructure and Critical Surfaces

In the Earth’s atmosphere, water molecule is present in three 
phases: water vapor, liquid water and ice. When conditions 

are right, water vapor can form cloud droplets, or ice crystals 
which grow through condensation and collisions to form 
precipitation (Pruppacher and Klett, 2010). While cloud 
droplets form heterogeneously, with the aid of a cloud con-
densation nuclei, in atmospheric conditions, ice formation 
may take place both homogenously and heterogeneously. 
Growth of atmospheric ice occurs through both collisions 
and coalescence and vapor deposition. The growth pro-
cesses of ice involve microscale vapor and thermal diffu-
sion as well as micro scale surface characteristics, which 
are challenging to represent in models and are therefore 
parameterized (Pruppacher and Klett, 2010).

 In our regional climate model, a detailed ice microphysics 
scheme is used, where both number concentration and mass 
mixing ratio of five hydrometeors (cloud droplets, cloud 
ice, rain, snow and graupel) are simulated (Morrison et al, 
2009). The model setup used in our simulations has been 
shown to improve winter precipitation over high topogra-
phy for the Northeastern United States when downscaling 
climate reanalysis (Komurcu et al., 2018).

Similar to ice formation and growth in the atmosphere, ice 
can form and accumulate on infrastructure or critical sur-
faces when conditions are right posing risks for operational 
continuity. Icing, affecting electricity grid infrastructure, 
can occur through several ways (see Farzaneh et al., 2008, 
for a detailed review) such as glaze icing, wet snow icing 
and dry snow icing. In this study, we focus primarily on 
freezing rain icing and wet snow icing as these are more 
dominant forms of ice accumulation in the Northeastern 
United States.

2.2.1 Estimation of Freezing Rain Icing

Several models have been proposed to estimate freezing rain 
icing (e.g. Jones, 1998, Musilek et al., 2009, Sanders et al., 

Figure 1. Box outlined in red shows the extent of our highest 
resolution domain in the regional climate model. Model 
output at 3 km by 3 km resolution at hourly intervals between 
2025-2041 were generated for this study.

RePORT 352 MIT JOInT PROGRAM On THe SCIenCe AnD POLICY OF GLOBAL CHAnGe

4



2016) with varying degrees of complexity. In this study, 
we use Jones 1998 simple model to estimate radial ice 
thickness due to freezing rain icing because the model is 
based on theory (i.e. two fluxes impinging on a cylindrical 
surface), it is computationally efficient to use with our 
high-resolution projections, and it has been developed 
and tested in the Northeastern United States. While more 
detailed versions of this model involving heat fluxes also 
exist, we choose to use the simple version as our initial 
tests showed the simple version is yielding similar results 
to observed ice accumulation and better results compared 
to Sanders et al. (2016) model for the study area. 
Jones 1998 model estimates ice accumulation around a 
cylindrical surface (wire) based on temperatures, wind 
speeds and water contents. The model considers fluxes of 
falling freezing rain and wind blown rain drops freezing 
and impinging on a wire. Hence, the equation for radial ice 
thickness is calculated hourly using the following equation:

  (1)

where P  is precipitation [mm], W  is water content and V 
is wind speed [m/s]and R eq [mm] is the radial ice thickness 
(Jones, 1998). W is calculated as a function of precipitation 
(Jones, 1998). 

  (2)

The equation is summed over all hours (j) where freezing 
rain precipitation is observed to obtain accumulated radial 
ice thickness during the freezing rain event in millimeters.
Jones 1998 formula assumes that both collision and coales-
cence efficiencies between rain drops and the cylindrical 
surface are 1, meaning that all raindrops hit the surface, 
stick to the surface and freeze (Jones, 1998). It also assumes 
that ice grows uniformly around the wire and the wind 
direction is perpendicular to the wire, hence ensuring 
maximum growth.

In our simulations, we calculate radial ice thickness for all 
grid points in our entire 3 km resolution domain (Figure 
1) using Equation (1) when the two conditions are met 
simultaneously: 1) whenever rain occurs (we use model 
simulated hourly rainfall intensity [mm] from our simu-
lations) and 2) temperatures are sub-freezing (we use near 
surface temperatures from our simulations). We continue 
accumulating ice using Equation (1) as long as both con-
ditions are met. When conditions for freezing rain are no 
longer met, we reset the ice accumulation to zero. 

2.2.2 Estimation of Wet Snow Icing

Similar to previous studies, we assume snowfall will accrete 
on surfaces as wet snow whenever two criteria are met (e.g. 
Sundin and Makkonnen, 1998): 1) snowfall occurs and 2) 
temperatures are above freezing. Hence, we start accreting 
ice as wet snow ice when both criteria are met and contin-
ue accreting as long as both conditions are satisfied. The 
assumption made here is that all snowfall accretes as wet 
snow. Our regional climate modeling provides snowfall 
in the output as liquid water equivalent [mm], we there-
fore assume a temperature dependent ice density formula 
commonly used in Land Surface Models (LSM) to convert 
liquid equivalent to ice thickness (Koren et al., 1999). It is 
important to note that wet snow ice thickness is horizontal 
ice thickness and can be converted to radial ice thickness.

2.2.3 Test Case Simulation of an Icing Event

To test icing estimates, we simulated a historical storm event 
that led to icing and power outages in the Northeastern 
United States, the December 11-12, 2008 event (NEI, 2009). 
To simulate the test case, we use the European Centre for 
Medium-Range Weather Forecasts (ECMWF) Re-Analysis, 
ERA-Interim, (Dee et al., 2011) to drive WRF simulations and 
initialize the model 12 hours prior to the onset of the event.

Figure 2 shows that observed and simulated ice thicknesses 
agree in terms of location, while magnitude is slightly larger 
in the latter. Given observed data reflect horizontal accumu-
lation not radial ice thickness and are from point location 

Figure 2. Test Case icing December 11-12 2008: (a) observed ice accumulated thickness as reported nOAA nWS Taunton (nOAA 
WFO, 2009) (b) modeled accumulated ice thickness.
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measurements as opposed to homogeneously gridded data, 
the good agreement between observations and our simulation 
justifies the use of our icing estimate in downscaled ESM fields. 

3. Climate Projections for 2025-2041 
and Changes in Climate 

For this project, we simulate a 17-year near future time period 
between 2025 and 2041. In this section, we summarize the 
mean and extreme climate (focusing on temperatures, winds 
and ice accumulation) during the near future time period 
and provide analysis of climate change compared to the 
present-day climate (2006-2020), which we obtain from Dr. 
Komurcu’s existing dynamically downscaled CESM historical 
simulations using the same modeling setup (Komurcu et al., 
2018). It is important to note that because the two time pe-
riods are close, projected changes are expected to be small. 
Furthermore, while we use the full time series for both time 
periods when analyzing mean climate and climate change, 
when analyzing extremes in the following sections, in or-
der to have meaningful comparisons between the two time 
periods, we eliminate the first two years of the near future 
simulations and focus on 2028-2041, which then yields the 
same length (15 years) time series for both time periods.

3.1 Temperatures
A summary of the mean and extreme characteristics of tem-
peratures for the simulated near future time period between 
2025 and 2041 is provided in Figures 3 and 4. Figure 3 (panel 
a-c) show the average changes in the daily mean, June-July-Au-
gust (JJA) mean daily maximum and December-January-Feb-
ruary (DJF) mean daily minimum temperatures, respectively. 
As expected, we see a temperature gradient exhibiting 
lower temperatures towards higher latitudes in our sim-
ulations (Figure 3). Furthermore, the 3 km-resolution of 
our simulations allow for the detailed representation of 
topographical and spatial features which allows us to see 
the effects of regional and local topography on the spatial 
distribution of temperatures more clearly (Figures 3 and 4).
We also examine extreme summertime (JJA) daily maxi-
mum and wintertime (DJF) daily minimum temperatures 
(Figure 4). Here, we define extreme as the 95th percentile of 
daily maximum and minimum temperatures. As expected, 
both maximum and minimum temperatures reveal cooler 
temperatures towards northern latitudes. Furthermore, 
cooling effects of high topography (e.g. along the Allegheny 
Mountains) and coastal areas are evident in both summer-
time and wintertime extremes (Figure 4).

 
Figure 3. (a) Annual mean Daily mean temperatures (b) June July August (JJA) mean Daily Maximum temperatures and (c) 
December January February (DJF) mean Daily Minimum temperatures averaged over 2025-2041 [°F].
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Next, we compare our simulated 17-year, near future time 
period (2025-2041) to the present-day climate (2006-2020). 
We find that daily mean temperatures increase over the 
whole region. The simulated changes are as much as 2°F 
between the present day and the near future climate 
(Figure 5a). Summertime maximum temperatures increase 
as much as 2.5°F and these are primarily intensified towards 
the South of the region and some along the Northeast 

as well as coastal Massachusetts and Maine (Figure 5b). 
Minimum temperatures also exhibit increases through-
out our 3 km resolution domain. The largest changes in 
wintertime daily minimum temperatures are seen in the 
interior of the simulation domain along the Great Lakes 
and interior Canada (Figure 5c).
We also examine the changes in extreme temperatures 
between the two time periods. We find that summertime 

Figure 4. (a) June July August (JJA) daily maximum and (b) December January February (DJF) daily minimum extreme temperatures 
(95th percentile) between 2025 and 2041[°F].

Figure 5. Changes in the (a) annual mean daily mean, (b) June July August (JJA) mean daily maximum and (c) December January 
February (DJF) mean daily minimum temperatures between 2025-2041 and 2006-2020 [°F]. Stippling reflects statistically 
significant differences at 95% level using student’s t test.
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(JJA) extreme daily maximum temperatures increase as 
much as much as 4°F between near future and present-day 
climate and the largest increases are seen within the interior 
areas of southeastern parts of our domain along the Allegh-
eny Mountains. Similarly, we find that extreme minimum 
temperatures increase for the entire domain with some of 
the largest changes in extreme minimum temperatures 
exhibited around the coasts of Great Lakes (Figure 6b). 
Hence, in the near future climate, minimum temperatures 
do not fall as much as they do in present day climate in 
high-resolution simulations. It is important to note that 
the analysis here is to showcase what is simulated for the 
time period. By definition extreme reflects a percentile 
value here, which is a single value for both time periods, 
hence a more detailed analysis is desirable for more robust 
characterization of changes in extremes in the data.

3.2 Conditions for Ice Accumulation on 
Surfaces

We next examine our estimates of ice accumulation on 
critical surfaces due to freezing rain and wet snow icing as 
described in Section 2.2. To visualize potential icing due to 

freezing rain and wet snow, we calculate annual maximum 
ice accumulation for both types of icing and average them 
through the entire near future time period (Figure 7 a and b). 
We find that the magnitude of freezing rain ice accumula-
tion is an order of magnitude smaller in the region for the 
near future time period in our simulations than wet snow 
ice accumulation, which is not surprising considering the 
physical characteristics and occurrence of rain and snow 
over the region. Furthermore, we find that annual maxi-
mum wet snow ice accumulation is predominantly larger 
over the Northeastern parts of our domain in near future 
climate, while freezing rain icing exhibits largest values 
over high topography and around lakes in our simulations 
for the near future time period (Figure 7).
Comparing near future and present-day climate in our sim-
ulations, we find annual maximum magnitude of freezing 
rain ice accumulation potential to remain the same over 
most of the domain and increase modestly in to the future 
with more pronounced increases around Great Lakes, and 
along the Allegheny Mountains (Figure 8a). Wet snow ice 
accumulation potential, on the other hand, exhibits both 
increases and reductions throughout the region and exhibit 

Figure 6. Changes in (a) June July August (JJA) daily maximum, and (b) December January February (DJF) daily minimum extreme 
temperatures (95th percentile) between 2028-2041 and 2006-2020 [°F].

Figure 7. Annual maximum (a) freezing rain radial ice thickness and (b) wet snow horizontal ice thickness [inches] between 2025-2041.
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the largest increases towards the northeastern parts of our 
domain (Figure 8b). 

To study the changes in the frequency of conditions suitable 
for each of the two types of icing, we plotted the changes in 
the annual number of days per year with occurrence of icing 
due to (a) freezing rain and (b) wet snow between 2025-2041 
and 2006-2020 (Figure 9). We find that annual occurrence 
of conditions conducive to wet snow icing reduces in our 
simulations over the whole region in the near future climate. 
Conditions conducive to freezing rain icing occurrence, on 
the other hand, increase inland, particularly around the 
Great Lakes, along the Allegheny Mountains and the interior 
subregions of Pennsylvania, New York and Canada.

3.3 Wind Speeds and Direction
We next investigate surface wind speeds (10 meters). It 
is important to note that we are using hourly wind data 
from high-resolution simulations and not wind gusts or 
maximum winds within the hour. Even though we cal-
culate the latter in our near future climate projections, 
such information is not available in present day climate 

data which prevents us from calculating changes in max-
imum winds between the two time periods. We present 
mean surface wind speeds (Figure 10a) in 2025-2041 and 
changes in mean wind speeds compared to present-day 
climate (2006-2020) (Figure 10b). We find that magni-
tudes of mean wind speeds exhibit small changes in our 
simulations between near future and the present-day time 
periods (Figure 10b).
We also investigate changes in the direction of the mean wind 
speed (Figure 11) between near future and present-day time 
periods. We find that the direction of mean winds remains 
the same throughout the domain between the two time 
periods (2025-2041 and 2006-2020) in our simulations.
Aside from mean wind speeds, we also examine magnitudes 
of extreme wind speeds and changes in the magnitude of 
extreme winds, extreme is defined as the 95th percentiles 
of daily maximum wind speeds between near future and 
the present-day time periods (Figure 12). We find that the 
magnitude of extreme wind speeds reach as much as 30 m/s 
over regions with high topography between 2025 and 2041 
(Figure 12a) in our projections. Furthermore, we also find 

Figure 8. Changes in annual maximum (a) freezing rain radial ice thickness and (b) wet snow horizontal ice thickness [inches] 
between 2025-2041 and 2006-2020.

Figure 9. Differences in number of days per year with occurrence of icing due to (a) freezing rain and (b) wet snow between 
2025-2041 and 2006-2020.
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Figure 10. (a) Mean wind speed [m/s] between 2025 and 2041 (b) changes in wind speed between 2025-2041 and (2006-2020).

Figure 11. Direction of mean wind speeds (a) 2006-2020 (b) 2025-2041 along with mean surface temperatures (K) (color shaded).

Figure 12. a) extreme wind speeds [m/s] (95th percentile of winds) between 2028-2041 and b) changes in the extreme wind speeds 
between 2028-2041 and 2006-2020.
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that changes in extreme wind speeds between 2028-2041 
and 2006-2020 are small in our simulations (Figure 12b).
Next, we focus on a specific location to study potential chang-
es in wind speeds and wind direction between near future 
and present-day climate in our simulations. We pick Syracuse, 
NY and focus on a single point representing Syracuse, NY, 
however, it is also possible to compare wind statistics using 
a mean of several points surrounding the location. 
We present histograms of hourly simulated 10-meter wind 
speeds in Syracuse, NY for present-day climate in Figure 13a 
and near future climate in Figure 13b. We find that both 

mean and tails of the distribution are quite similar between 
the two time periods. Hence, we find that magnitude of 
wind speed and its distribution do not change between 
the two time periods in our simulations.

To evaluate whether the location experiences any changes 
in wind direction between 2006-2020 and 2025-2041, we 
present wind rose for both near future and present-day 
climate for Syracuse, NY (Figure 14). Wind rose is com-
monly used in meteorology and provides prevalent wind 
direction along with distributions of wind speeds and di-
rection for a particular location. Plotted wind direction is 

Figure 13. Histogram of wind speeds for (a) present day (2006-2020) and (b) near future (2025-2041) using hourly data for the 
entire time periods.

Figure 14. Wind rose (a) Present Day (2006-2020) (b) near Future (2025-2041) in Syracuse, nY.
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meteorological wind direction, in other words, the direction 
where the wind is coming from. We find that dominant 
wind direction does not change in Syracuse, NY between 
2025-2041 and 2006-2020 in our simulations (Figure 14).

4. Aggregate Average Changes in 
Temperature, Icing, and Winds 

For illustrative purposes, in Tables 1-3 we report aggregate 
average changes in temperature, icing and wind over the 
entire domain. While the impacts on energy infrastructure 
need to be assessed at particular locations, this aggregate 
information provides an indication of changes. Relative to 
the present day (2006-2020) climate, mean temperatures are 
1.2°F higher in the 2025-2041 period. All other indicators 
show increases in temperatures. For icing indicators, we 
observe an increase in annual freezing rain days (0.3 days 
for the domain mean) and a decrease in annual wet snow 
days (13.2 days for the domain mean). For wind indicators, 
changes in mean wind speeds and extreme wind speeds are 
relatively small. The hourly high-resolution climate pro-
jections data we created in this study allow us to calculate 
these indicators for particular locations to assess potential 
impacts on infrastructure in those locations. 

5. Potential Impacts of Projected 
Changes on Electric Grid 
Infrastructure and Design Thresholds

To analyze climate risks on infrastructure, specific infor-
mation on climatic thresholds for safe operation of electric 
grid infrastructure and comprising equipment is needed. 
Basic provisions for safeguarding from hazards arising from 
the installation, operation, or maintenance of conductors 
and equipment in electric supply stations, and overhead 
and underground electric supply and communication lines 
are available in the National Electric Safety Code (NESC) 
(IEEE, 2017) and system operator standards (see, for ex-
ample, ISO (2020) for the New England ISO transmission 
planning guide). While the goal of this report is to provide 
future climate data to assess the necessary changes for 
infrastructure planning, for illustrative purposes we also 
performed several calculations for the entire domain against 
the thresholds set by NESC and ISO. We stress the illustra-
tive nature of our calculations because the design of electric 
infrastructure and equipment is based on certain climatic 
assumptions for different zones within the United States. 
A comprehensive analysis should be performed based on 
the exact location of the assets and in collaboration with 
asset maintainers/managers.

Table 1. Aggregate mean changes over the entire domain for select temperature indicators from the Present Day (2006-2020) to the 
near Future (2025-2041) projections. JJA – June, July, August. DJF – December, January, February.

Temperatures Changes in Mean T [°F] Changes in JJA Maximum T [°F] Changes in DJF Minimum T [°F]

Domain Mean 1.2 1.1 3.4
Domain Max 1.9 2.2 8.4
Domain Min 0.7 0.3 0.5

Table 2. Aggregate mean changes over the entire domain for select icing indicators from the Present Day (2006-2020) to the near 
Future (2025-2041) projections. 

Icing
Changes in Annual 
Maximum Freezing 
Rain Icing [inches]

Changes in Annual 
Maximum Wet Snow 

Icing [inches]

Changes in Annual 
Freezing Rain Days

Changes in Annual 
Wet Snow Days

Domain Mean 0 0.2 0.3 -13.2
Domain Max 0.5 2.7 5.9 -1.6
Domain Min -0.5 -2.5 -3.5 -23.8

Table 3. Aggregate mean changes over the entire domain for select wind indicators from the Present Day (2006-2020) to the near 
Future (2025-2041) projections. 

Winds Changes in Mean Wind Speed [m/s] Changes in Extreme Wind Speed [m/s]

Domain Mean 0.03 0
Domain Max 0.4 -1.2
Domain Min -0.5 -1.1
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We first explore an annual exceedance of temperature thresh-
olds during the summers of the near future (2025-2041) 
time period. Figure 15 shows an annual number of days 
temperatures exceed 82°F, 90.4°F and 94.2°F, respectively. 
These thresholds are chosen for the following reasons. The 
threshold of 82°F is one of the parameters used in the plan-
ning of the overhead lines and it is the temperature for which 
the maximum sag for overhead lines is calculated (IEEE, 
2017). The latter two thresholds are based on a transmission 
technical guide (ISO, 2020). The guide highlights that a peak 
load with a 50/50 peak load, meaning that a 50% chance of 
being exceeded because of weather conditions, is expected 
to occur in New England at a temperature of 90.4°F. The 
corresponding number for a (90/10) peak load (with 10% 
chance of being exceeded) is 94.2°F.
We also calculate an annual number of days where winter 
minimum temperatures reach subfreezing temperatures 
(<32°F or <0°C) (Figure 16a) and magnitudes below 0°F 
(Figure 16b). Both thresholds are used in design codes to 
incorporate regional ice accumulation limits in the design 
and are evaluated with 0.25, 0.5 inches or 1 inches of ice 
accumulation for the Northeastern United States (IEEE, 
2017). Hence, we also present annual exceedances for 0.25 
inches for our estimates of both freezing rain and wet snow 
ice accumulation (Figure 17). Finally, we provide annual 
exceedance of wind thresholds for wind speeds of 30 and 
40 mph (Figures 18a and 18b).
We intentionally omit interpretations of stand-alone and 
combined effects of winds, temperatures and ice accumula-
tion on infrastructure. To make valid assessments of specific 
climate risks on infrastructure, experts at utility companies 
responsible for the specific infrastructure need to be involved 
in the analysis. Here we provide the analysis of our high-reso-
lution data using exceedance thresholds specified in particular 
safety codes. Hence, our data at 3km by 3km resolution can 
be used for analysis of impacts on specific assets and the 
environmental conditions in their vicinity for infrastructure 
planning purposes (see Appendix A for a list of variables).

Figure 16. Annual number of winter (DJF) days daily minimum temperatures are: (a) sub 0°C and (b) sub 0°F between 2025-2041.

Figure 15. Annual number of summer days (JJA) daily maximum 
temperatures exceed: (a) 82°F (27.78°C), (b) 90.4 °F (32.4°C), (c) 
94.2 °F (34.56°C) between 2025-2041.
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6. Concluding Remarks and 
Suggestions for Future Analysis

Our report presents mean and extreme characteristics of the 
near future (2025-2041) climate in the Northeastern United 
States obtained through dynamical downscaling of the pro-
jections of CESM under a high impact scenario. The data 
generated for this work is at hourly temporal resolution and 
the size of the model output data is about 100 Terabytes. The 
available data at 3km by 3km geographic resolution include 
among many other variables the projections of temperature, 
wind speeds, wind direction, snow depth, snowfall, precip-
itation at surface, atmospheric pressure, water vapor, and 
relative humidity. We also performed determination of icing 
conditions (ice accumulation on surfaces) using historical 
and future climate projections (1 Terabyte).
In this report we presented an analysis of changes in cli-
mate variables that could affect energy infrastructure such 
as winds, temperatures and ice accumulation. While the 
climate change analysis provided here is an assessment of 
overall changes in downscaled projections within the highest 
resolution domain (Figure 1), it is possible to make more 
detailed assessments for specific locations using the high 
spatial resolution, hourly data products we created. We 
recommend asset engineers and managers to collaborate 
with atmospheric and climate scientists to incorporate 
such detailed climate information in asset management.

During our project, we also discovered a lack of available 
historical icing data. For better assessments of infrastructure 
resiliency, a dense network of historical measurements is 
necessary. Therefore, it would be extremely helpful to in-
stall cameras and sensors on electric grid infrastructures to 
routinely measure and report depths of ice accumulation, 
height of surface where ice accumulation occurs (or height 
of measurement device), as well as accompanying weather 
elements such as temperatures, winds and relative humidity. 
Furthermore, while it is possible to incorporate direct ice 
growth in numerical weather prediction models (which is 
also the basis of our climate modeling), such simulations are 
computationally expensive in our high-resolution climate 
modeling context due to large number of years simulated in 
high resolution and the need to include even more detailed 
microphysics as well as increased number of vertical atmo-
spheric levels in modeling. Success of such modeling efforts 
also heavily rely on the availability of the above-mentioned data.
Simulating climate change at high resolution (with con-
vection permitting scales like the ones we present here) 
comes at a heavy computational expense. Our dynamically 
downscaled projections of CESM are state-of-the-art. The 
projections are unique in their solid foundations to enable 
infrastructure planners to make assessments of climate 
change at local scales and understanding future climate 
conditions is imperative for electric grid utilities. While 

Figure 17. number of months per year where: (a) freezing rain icing radial ice thickness, (b) wet snow horizontal ice thickness 
exceed 0.25 inches between 2025-2041.

Figure 18. Annual number of hours wind speeds exceed: (a) 30 mph and (b) 40 mph between 2025-2041.
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our simulations are most certainly useful in studying local 
climate change in detail, including projections from more 
than one ESM for at least 30 years and under different future 
emissions scenarios would help to frame the uncertainty 
and provide a more comprehensive picture of the poten-
tial future changes, which would then allow more robust 
assessments of climate risks in collaboration with asset 
managers/engineers. We call for an increased support of 
such high- resolution climate studies and collaborations 
across disciplines to provide decision making management 
with robust information about safety of future operations 
that thoroughly consider physical risks of climate change 
on infrastructure.
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Appendix A.
In Appendix A, we provide a list of select variables created 
for our analysis of climate change impacts on energy infra-
structure in this project for the time period between 2025 
and 2041. The modeling has been performed at the MIT’s 
Svante high performance computing system. Full model 
output data contains numerous additional 2-dimensional 
(latitude-longitude) and 3-dimensional (latitude, longitude, 
height) climate variables than those listed here and are saved 

hourly for 17 years with a file size of about 100 Terabytes. 
The icing calculations for wet snow and freezing rain icing 
take additional 500Gb. The data for the future time period 
(2025-2041) remain at MIT and can be shared upon agree-
ment. The data for the present day climate (2006-2020) 
remains at MIT and can be requested from the University 
of New Hampshire Data Distribution Center (UNH DDC).

Variable Number

1 Ground Level Temperature (2-D) [K]
Temperature variation at various elevations per unit of time:

2 Temperature (3-D) [K]
3 Temperature at 2 meters [K]
4 Temperature max at 2 meters [K]
5 Temperature min at 2 meters [K]

Average Wind Speed [m/s]:
6 Wind speed (3-D)
7 10 meter wind speed (2-D)

Maximum Snow Volume per Day:
8 Snow Water Equivalent (2-D) [kg/m2]
9 Snow depth [mm]

10 Snowfall [mm]
Average Snowfall per Year:

11 Snowfall [mm]
12 Graupel [mm]

Precipitation at Surface (2-D) [mm]:
13 Snowfall [mm]
14 Rain [mm]
15 Graupel [mm]

Atmospheric Pressure:
16 Pressure (3-D)
17 Surface Pressure (2-D) [Pa]

Water vapor Mixing Ratio:
18 Water vapor mixing ratio at 2 meters [kg/kg]

Maximum Wind Speed [m/s]:
19 Level Ground
20 Level 10m
21 Level 15m (50 ft)
22 Level 45m (150 ft)
23 Wind Direction of Maximum Winds at levels listed in lines 19-22
24 Relative Humidity

Determination of Icing Conditions in Climate Simulations
25 To determine icing conditions for wet snow and freezing rain icing, we will use our model simulated 

(WRF) rain and snow precipitation rates [mm water equivalent] in combination with temperatures and 
winds. Then, we will use this information to estimate the accumulation of ice [mm] on surfaces.
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