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Abstract: The goal to stabilize global average surface temperature at lower than 2°C above pre-industrial 
level has been extensively discussed in climate negotiations. A number of publications state that achieving 
this goal will require net anthropogenic carbon emissions (defined as anthropogenic emissions minus 
anthropogenic sinks such as carbon capture and sequestration and reforestation) to be reduced to zero 
between years 2050 and 2100. At the same time, it is also shown in the literature that decreases of non-CO2 
emissions can significantly affect the allowable carbon budget. In this study, we explore possible emission 
pathways under which surface warming will not exceed 2°C, by means of emission-driven climate 
simulations with an Earth System Model of Intermediate Complexity linked to an Economic Projection 
and Policy Analysis Model. We carried out a number of simulations from 1861 to 2500 for different values 
of parameters defining the strength of the climate system response to radiative forcing and the strength of 
the natural carbon sources and sinks under different anthropogenic emission projections. Although net 
anthropogenic emissions need to be reduced to zero eventually to achieve climate stabilization, the results 
of our simulations suggest that, by including significant reductions in non-CO2 emissions, net carbon 
emissions do not have to be zero by 2050 or even 2100 to meet the 2°C target because of offsets due to the 
natural carbon sinks in the oceans and terrestrial ecosystems. We show that net anthropogenic carbon 
emissions falling from today’s 9.5 GtC/year to 2.5–7 GtC/year by 2050 and then to 1–2.8 GtC/year by 2100 
are consistent with a 2°C target for a range of climate sensitivities (2.0–4.5°C) similar to the IPCC likely 
range. Changes in the surface temperature beyond 2100 depend on the emission profiles after 2100. For 
post-2100 carbon emissions decreasing at a rate of about 1.5% per year along with continued decreases in 
non-CO2 emissions, our projections indicate that natural ecosystems will be able to absorb enough carbon 
to prevent surface temperature from rising further. A major reason for our results is that the land and ocean 
uptake rates are a function of the total atmospheric CO2 concentration and, due to the very long lifetime 
of CO2, this does not decrease anywhere near as fast as the imposed CO2 emissions. The required mixes of 
energy technologies and the overall costs to achieve the 2°C target are highly dependent on the assumptions 
about the future costs of low-carbon and zero-carbon emitting technologies. In all our projections, the 
global energy system requires substantial transformations in a relatively short time. 

1 Corresponding Authors: Andrei Sokolov (Sokolov@mit.edu) and Sergey Paltsev (paltsev@mit.edu)
2 MIT Joint Program on the Science and Policy of Global Change, Massachusetts Institute of Technology, Cambridge, MA, USA
3 Shell Scenarios Team, Shell International Ltd, London, UK

1. INTRODUCTION .........................................................................................................................................................2

2. METHODS ...................................................................................................................................................................2

3. RESULTS AND DISCUSSION ..................................................................................................................................6
3.1 EMISSIONS AND CLIMATE .............................................................................................................................................6
3.2 IMPLICATIONS FOR TECHNOLOGY MIXES & COSTS ........................................................................................... 11

4. CONCLUSIONS ....................................................................................................................................................... 13

5. REFERENCES ........................................................................................................................................................... 14

mailto:Sokolov@mit.edu
mailto:paltsev@mit.edu


1. Introduction
Climate stabilization requires substantial greenhouse gas 
(GHG) emission mitigation efforts (IPCC, 2014). While, 
some studies indicate that limiting global warming to 
2°C above pre-industrial will allow avoidance of poten-
tially dangerous climate impacts (Solomon et al., 2011), 
other studies conclude that this avoidance will require 
even lower limits to warming (e.g., Hansen et al., 2008). 
At the same time, some researchers consider the 2°C goal 
as extremely ambitious, both politically and economical-
ly (Victor and Kennel, 2014). Others point out the arbi-
trary nature of the 2°C target with policymakers treat-
ing it as a hard scientific result, while climate scientists 
treat it partly as a political issue (Jaeger and Jaeger, 2011). 
Nevertheless, 2°C warming has emerged as a “safe” level 
in many recent policy discussions (e.g., UNFCCC, 2009; 
IPCC, 2014: Knutti et al., 2016). 
There are several recent studies that looked at the emis-
sion profiles required to achieve various climate stabiliza-
tion levels (e.g., Matthews and Caldeira, 2008; Meinshau-
sen et al., 2009; Webster et al., 2012; Paltsev et al., 2013; 
Rogelj et al., 2015b; Sanderson et al., 2016). According to 
these studies, preventing surface warming from exceed-
ing 2°C, while requiring substantial cuts in anthropogen-
ic emissions, can be achieved with net carbon emissions 
being positive through the end of this century. Moreover, 
Matthews and Caldeira (2008) and Zickfeld et al. (2009) 
using a temperature tracking approach showed that, for 
climate sensitivities less than 4°C, surface temperature 
can be stabilized with net carbon emissions being slightly 
positive even through year 2500. It should be emphasized 
that eventually net anthropogenic carbon emissions must 
be reduced to zero for the climate system to come in to 
equilibrium, assuming no changes in natural forcing. 
The IPCC (2014) summarized more than 1,000 scenar-
ios from different modeling groups and concluded that 
to achieve the 2°C target, net anthropogenic emissions 
should be reduced by 40 to 70% by 2050 and be near or 
below zero by 2100.
Discussions of mitigation targets have also focused on 
the approximately linear relationship between cumu-
lative CO2 emissions and surface temperature increase 
described in a number of publications (e.g. Allen et al., 
2009; Matthews et al., 2009, 2012; Zickfeld et al., 2009) 
and summarized by IPCC (2014, see Figure SPM 5b). 
Specifically, the IPCC (2014) concludes that multiple 
lines of evidence indicate a strong, consistent, almost lin-
ear relationship between cumulative CO2 emissions and 
projected global temperature change to the year 2100. The 
IPCC diagram shows that a cumulative budget for a 50% 
chance of meeting the 2°C target is about 820 Gigatonnes 
of carbon (GtC, or 3000 GtCO2). Under current emission 
trajectories that do not envision substantial climate pol-

icy, the 2°C carbon budget will be consumed by around 
2040–2050. Based on the IPCC numbers, some research-
ers (e.g., Rogelj et al., 2015a) argue that even with more 
aggressive reduction trajectories, net anthropogenic CO2 
emissions should reach zero around 2060–2075, other-
wise, the temperature increase will pass the 2°C target. 
Net anthropogenic emissions here refer to fossil fuel re-
lated, industrial and agricultural emissions minus man-
made sinks such as bioenergy production with carbon 
capture and storage and reforestation, but importantly 
they do not include the natural sinks into oceans and ter-
restrial systems. At the same time, Rogelj et al. (2015b) 
show that mitigation of non-CO2 gases can significantly 
increase allowable carbon budget. Edmonds et al. (2013) 
present economic scenarios that allow achieving the 2°C 
target without negative carbon emissions. 
In this paper we explore different emission pathways 
leading to the 2°C stabilization target by means of emis-
sions-driven simulations performed with the MIT In-
tegrated Global Systems Model (IGSM) (Sokolov et al., 
2009). Our simulations show that if climate policy pro-
ducing significant reduction in anthropogenic emissions 
of all greenhouse gases (GHGs) is implemented in the 
near future (starting around 2020), then a 2°C stabiliza-
tion can be achieved without full decarbonization of hu-
man activity. However, if these GHG emissions continue 
to increase at the present pace throughout the middle of 
the century, then even an abrupt decrease of emissions to 
zero will not prevent surface temperature from exceed-
ing 2°C threshold.

2. Methods
The MIT Integrated Global Systems Modeling (IGSM) 
consists of the Economic Projection and Policy Analy-
sis (EPPA, Paltsev et al., 2005; Chen et al., 2016) mod-
el linked to the MIT Earth System Model (MESM, 
Sokolov et al., 2005, 2009). The MESM is a climate-chem-
istry model of intermediate complexity, which couples a 
zonally-averaged model of atmospheric dynamics and 
chemistry, a thermodynamic sea-ice model, a land mod-
el with ecosystem biogeophysics and biogeochemistry, 
and a mixed layer/anomaly diffusing ocean model sim-
ulating heat and carbon uptake. The ocean carbon mod-
el includes the explicit parameterization of mixed layer 
biogeochemistry used in the MIT ocean GCM (Dut-
kiewicz et al., 2005). The relation between diffusion coef-
ficients for heat and carbon used in the simplified MESM 
model is based on the results of the simulations with the 
MIT ocean GCM (Dutkiewicz et al., 2005; Sokolov et al., 
2007) and takes into account the carbon mixed down by 
the biological pump. The climate sensitivity and the rate 
of oceanic uptake of heat and carbon in the MESM, can 
be varied by changing the strength of the cloud feedback 
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and the oceanic vertical diffusion coefficient (Sokolov, 
2006). The MESM incorporates a fully coupled chemis-
try model, which simulates 33 species (Wang et al., 1998) 
with 41 gas-phase and 12 heterogeneous reactions, with 
the chemistry in urban areas treated in reduced form 
sub-models (Mayer et al., 2000). It simulates in detail, 
the terrestrial carbon cycle (Melillo et al., 1993) and nat-
ural methane and nitrous oxide emissions (Prinn et al., 
1999). Some chemical species, including ozone, are sim-
ulated only in the troposphere. Prescribed stratospheric 
ozone is used in the radiation calculations. The MESM 
can be run in either concentration-driven or emis-
sion-driven modes.
The MESM was shown, with appropriate choice of cli-
mate sensitivity and the rate of ocean heat uptake, to 
reproduce global mean changes in surface air tempera-
ture (SAT) and sea level simulated by different AOGCMs 
(Sokolov et al., 2003). The latitudinal pattern of changes 
in SAT is also very similar to those simulated by AOG-
CMs (Sokolov et al., 2009). The MESM participated in 
a number of multi-model inter-comparison studies 
(e.g., Plattner et al., 2008; Eby et al., 2013; Zickfeld et al., 
2013; Olsen et al., 2013, Brasseur et al., 2015) showing 
in general comparable results to more complex models. 
For example, the study of the impact of aviation emis-
sions on atmospheric chemical composition and climate 
showed that MESM results lie well within the envelope 
of the more complex 3-D chemistry-climate models (Ol-
sen et al., 2013).
As indicated above, in this study we are using a ver-
sion of MESM with a simplified ocean sub-model 
(MESM2.2), which was also used in all the above-men-
tioned inter-comparisons, except Plattner et al. (2008). 
Sokolov et al. (2007) carried out a detailed comparison 
between MESM2.2 and MESM2.3 which incorporates 
the MIT ocean GCM (Dutkiewicz et al., 2005). Their 
results showed that MESM2.2 matches the surface 
warming and changes in carbon cycle simulated by the 
MESM2.3 for runs over a few centuries under a range of 
emission scenarios. 
In the simulations discussed below we use three sets of 
climate parameters for climate sensitivity (CS) of 2°C, 
3°C and 4.5°C. Values for the rate of oceanic heat uptake 
(defined by the value of the effective vertical diffusion co-
efficient) and the strength of aerosol forcing (Table 1) are 
chosen to ensure consistency of MESM projected histor-
ical surface warming and changes in ocean heat content 
with available observations, based on the approach de-
scribed in Forest et al. (2008). Aerosol forcing accounts 
for the radiative effects of different types of aerosols, pri-
marily sulfate and black carbon. As mentioned above, the 
rate of carbon uptake by the ocean is linked to the rate of 
heat uptake. Values of the half-saturation constant, defin-

ing the CO2 fertilization rate in the terrestrial ecosystem 
model (Melillo et al., 1993; Prinn et al., 1999, Felzer et al., 
2004), are chosen to make total carbon uptake in the be-
ginning of the 21st century similar in all simulations.1

The range of climate sensitivity used in our simulations 
is slightly narrower than the IPCC AR5 likely range, but 
very similar to the range suggested by the CPMIP5 AOG-
CMs (Table 2). While equilibrium surface warming for a 
given radiative forcing is defined by the climate sensitivi-
ty, transient changes are better described by the Transient 
Climate Response (TCR), which is defined as a change in 
surface air temperature at the time of CO2 doubling in 
the simulations with 1%/year increase in CO2 concentra-
tion. TCR for a given model is a function of both its cli-
mate sensitivity and its rate of oceanic heat uptake. Table 
2 shows that the values of the TCR obtained in simula-
tions for the combinations of climate sensitivity and rate 
of oceanic heat uptake reported in Table 1 agree well with 
IPCC and CMIP5 ranges. Values for the ratio of the TCR 
to climate sensitivity are 0.75, 0.63 and 0.53 for the LCR, 
MCR and HCR cases, respectively. For CMIP5 models 
this value ranges from 0.72 to 0.46 (excluding maximum 
and minimum values) with a mean value of 0.56 (Table 

1 A larger half-saturation constant increases terrestrial C uptake for 
a given increase in CO2 concentration.

Table 2. Ranges of climate sensitivity (CS) and transient climate 
response (TCR): IGSM – for sets of climate parameters used 
in our simulation; AR5 - IPCC AR5 likely range; CMIP5 - 90% 
range from simulations with CMIP5 AOGCMs. AR5 values are 
from Stocker at al. (2013), and CMIP5 values from Table 9.5 of 
IPCC (2013).

IGSM AR5 CMIP5

CS TCR CS TCR CS TCR

4.5 2.4 4.5 2.50 4.5 2.4
3.0 1.9 3.0 1.75 3.2 1.8
2.0 1.5 1.5 1.00 1.9 1.2

Table 1. Values of climate parameters used in simulations with 
the IGSM. LCR – low climate response, MCR – median climate 
response, HCR – high climate response.

Climate 
sensitivity

°C

Effective 
diffusion 
coefficient 

cm2/sec

Radiative 
forcing of 
aerosol–
radiation 
interaction 

W/m2

Half-saturation 
constant for 
terrestrial 
carbon 
uptake1 

ppm

LCR 2.0 0.5 -0.25 475
MCR 3.0 1.0 -0.53 425
HCR 4.5 1.5 -0.67 325
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9.5 in IPCC 2013). Historical (1861–2005) simulations 
with MESM showed that the use of a lower value of CS 
(e.g., 1.5°C) would require the use of a very low rate for 
oceanic heat uptake to produce surface warming consis-
tent with available observations. This, however, would 
result in a very substantial underestimation of changes 
in ocean heat content. Based on those simulations, we 
chose 2°C as a lower limit for climate sensitivity.
Our choice of climate parameters ensures that the pro-
jected surface warming, both transient and at equilibri-
um, will fall into the IPCC likely interval. Values of the 
annual carbon uptake by the land and ocean fall into the 
IPCC ranges (Tables 3 and 4). The transient climate re-
sponses to cumulative carbon emissions (TCRE), defined 
as the ratio of surface warming to cumulative emissions 
at the time of CO2 doubling from simulations with 1% 
per year increase in CO2 concentrations, are 1.5, 1.8 and 
2.2 K/EgC (Kelvin/Exagrams of Carbon) respectively 
for the LCR, MCR and HCR sets of climate parameters 
(Table 1). All these values fall in the upper half of the 
5%-95% range, 0.8–2.4K/EgC, found in simulations with 
CMIP5 Earth system models (Gillett et al., 2013). 
Each climate simulation in this study consists of two 
parts: the concentration-driven simulation (from 1861 to 
2005), in which the MESM model is forced by observed 
values of GHGs and aerosols, and the emission-driv-
en simulation (from 2006 to 2500), where the model is 
forced by EPPA-derived and then extrapolated emissions 
of the various GHGs and aerosols. We denote simula-
tions with the different sets of climate parameters (Table 
1) as HCR (High Climate Response), MCR (Median Cli-
mate Response), and LCR (Low Climate Response).
Emissions projections to 2100 are produced by the EPPA 
model, which provides a multi-region, multi-sector re-
cursive dynamic representation of the global economy. 
There are 18 geographical regions represented explicitly 
in the model, including ten major countries (USA, Chi-
na, India, Brazil, Mexico, Japan, Canada, Russia, South 
Korea and Indonesia) and eight regional aggregations of 
other countries (European Union, Africa, Middle East, 
Dynamic Asia, Other Latin America, Australia&New 
Zealand&Oceania, Other Europe and Central Asia, Oth-
er East Asia).
The EPPA model includes representation of CO2 and 
non-CO2 (methane, CH4; nitrous oxide, N2O; hydroflu-
orocarbons, HFCs; perfluorocarbons, PFCs; chloroflu-
orocarbons, CFCs, and sulfur hexafluoride, SF6) GHG 
emissions abatement, and calculates reductions from 
gas-specific control measures as well as those occurring 
as a byproduct of actions directed at CO2. The model also 
projects emissions of major air pollutants (sulfur oxides, 
SOx; nitrogen oxides, NOx; black carbon, BC; organic 
carbon, OC; carbon monoxide, CO; ammonia, NH3; and 

non-methane volatile organic compounds, VOCs). These 
projections link these various emissions to the levels of 
activity in the energy, agriculture and other sectors that 
produce them.
Future scenarios are driven by economic growth (result-
ing from savings and investments) and by exogenously 
specified productivity improvement in labor, energy, and 
land. Demand for goods produced from each sector in-
creases as GDP and income grow; stocks of limited re-
sources (e.g., coal, oil and natural gas) deplete with use, 
driving production to higher cost grades; sectors that use 
renewable resources (e.g., land) compete for the available 
flow of services from them, generating rents. Combined 
with policy and other constraints, these drivers change 
the relative economics of different technologies over time 
and across scenarios, as advanced technologies only en-
ter the market when they become cost-competitive.
The policy scenarios are constructed to reach certain cu-
mulative emission targets that correspond to a particu-
lar temperature increase. They are designed in a similar 
fashion to those reported in US CCSP (2006), Prinn et al. 
(2011), and Paltsev et al. (2015a). The US CCSP exercise 
was the first comprehensive exercise that used radiative 
forcing stabilization levels and it served as a basis for the 
further development of the representative concentra-
tion pathway (RCP) scenarios by IPCC. In all scenari-
os considered here, the economic welfare is maximized. 
An advantage of our approach is that all scenarios are 
constructed with a set of consistent interactions between 
population growth, economic development, energy 
and land system changes and the resulting emissions of 
GHGs, aerosols, and air pollutants.
Contributions of different GHGs are quantified in terms 
of CO2-equivalent emissions. These emissions are cal-
culated using 100-year Global Warming Potentials 
(GWPs) from the IPCC Fifth Assessment (IPCC, 2013). 

Table 3. Ocean carbon uptake (GtC/year)

1990–1999 2000–2009 2002–2011

MCR 2.05 2.40 2.51
HCR 2.27 2.66 2.78
IPCC AR5 2.2±0.7 2.3±0.7 2.4±0.7

Table 4. Land carbon uptake (GtC/year)

1990–1999 2000–2009 2002–2011

LCR 1.02 1.94 2.12
MCR 1.03 1.51 1.90
HCR 0.96 1.44 1.73
IPCC AR5 1.1±0.9 1.5±0.9 1.6±0.9
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As a result, they allow estimation of expected warm-
ing by the end of the century and are used as a target 
in the simulations with the EPPA model. We follow the 
Hyman et al. (2002) methodology to estimate the abate-
ment cost curves for non-CO2 gases in all sectors of the 
economy. In the scenarios considered here we impose 
emission permit trading between CO2 and other GHGs 
(CH4, N2O, PFCs, HFCs, SF6) based on their GWPs. The 
model chooses the abatement quantities of GHGs that 
equate the cost of reduction of different GHGs in differ-
ent sectors. The emission profiles, constructed in such a 
way, are the result of an assumed global economy-wide 
policy with the GHG constraints consistent with cumu-
lative emissions required to limit the average surface air 
temperature increases in 2100 at a designated level above 
pre-industrial. 
Anthropogenic emission profiles for CO2, CH4 and N2O 
for all three scenarios are provided in Figure 1, where 
emissions for the RCP2.6 scenario (van Vuuren et al., 
2011) are also shown for comparison. As shown in Figure 
1(a), anthropogenic CO2 emissions (fossil-fuels, indus-
trial and land-use change related) in our scenarios are 
reduced from about 9.5 GtC/year in 2020 to about 2.6–7 
GtC/year (30–70% reduction) by 2050 and then to 1–2.8 
GtC/year (70–90% reduction) by 2100. Natural CH4 and 
N2O emissions in 2006 are about 140 TgCH4/year and 10 
TgN/year, respectively. Thus, total CH4 and N2O emis-
sions in our simulations are close to the estimates given 
by Kirschke et al. (2013) and Huang et al. (2008).
Depending on assumed values of parameters defining 
magnitude of climate system response to radiative forc-
ing and strength of carbon cycle, CO2-equivalent total 
anthropogenic GHG emissions should decrease by about 
55–75% by the end of the century to limit surface warm-
ing by 2°C above pre-industrial (Figure 2). 
We extend the emission profiles from 2100 to 2500 to 
keep the surface air temperature near the 2°C above 
preindustial target for this remaining interval of the 
simulation. These post-2100 emissions of most GHGs 
and air pollutants are assumed to decline at their aver-
age annual rates of decline between 2090 and 2100. For 
example, CO2 emissions decrease after 2100 at the rate 
of about 1.5%/year in all scenarios. For those emissions 
that decline slower than 0.7% per year in the HCR and 
LCR projections, and slower than 0.4% per year in the 
MCR projection, the rates of decline were increased cor-
respondingly through 2200. After 2200, minimal rates 
of decline in the emissions are set to 0.1% per year in 
all cases. While we take into account temperature driv-
en increases in natural CH4 and N2O emissions, CO2 
and CH4 emissions associated with possible permafrost 
thawing are not considered. According to Schneider von 
Deimling et al. (2015), the impact of these emissions in 

Figure 1. Annual emissions for LCR, MCR and HCR case and for 
RCP2.6 of (a) CO2, (b) CH4 and (c) N2O
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Figure 2. Annual CO2 equivalent emissions in GtC/year using 
100-year GWPs.

 E QC O2 emissions 

2000 2020 2040 2060 2080 2100
Y ear s

0.0

5.0

10.0

15.0

G
tC

/y
ea

r

H C R  

M C R
L C R

MIT JOINT PROGRAM ON THE SCIENCE AND POLICY OF GLOBAL CHANGE  REPORT 309

5



the RCP2.6 scenario (which is close to our policy sce-
narios) is rather small. An apparent feature of the 2°C 
climate target is that it requires an extremely aggressive 
emissions reduction at a global level starting in the very 
near future. 

3. Results and Discussion

3.1 Emissions and Climate
Due to the large share of CO2 in total emissions and 
because it stays in the atmosphere for a very long time 
(e.g., Matthews and Caldeira, 2008: Zickfeld et al., 2013), 
changes in radiative forcing and surface temperature are, 
to a large extent, defined by changes in CO2 concentra-
tions. Atmospheric CO2 concentrations, in their turn, 

depend on the balance between anthropogenic carbon 
emissions and carbon uptake by the ocean and terrestrial 
ecosystems. 

Figure 3 shows the total net anthropogenic carbon emis-
sions and uptakes for the duration of the simulations. 
As noted above, during the historical stage of the simu-
lations, MESM is forced by prescribed GHG concentra-
tions. CO2 concentrations simulated in the second stage 
of the simulations are defined not only by CO2 emissions 
but also by industrial emissions of CH4 and CO (that pro-
duce CO2 with ~month to ~decade time delay). For this 
reason, the implied carbon emissions are shown in Fig-
ure 3. Emissions and uptake peak at about 11 GtC/year 
and 5 GtC/year, respectively, resulting in a maximum in 

Figure 3. (a) Total net anthropogenic carbon emissions , and (b) total (land +ocean), (c) land and (d) ocean carbon uptakes. All units 
are GtC/year.
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the net atmospheric carbon flux of 5–6 GtC/year (Figure 
3). There is a noticeable difference between changes in 
emissions and uptake, determined primarily by the rates 
of emission changes and the rates of carbon mixing from 
the mixed layer into the deep ocean. 

In all simulations, after peaking the total carbon uptake 
decreases slower than the net anthropogenic emissions, 
especially in the HCR simulation due to the higher rate 
of carbon mixing from the mixed layer into the deep 
ocean. As a result, in the HCR simulation the difference 
between the net anthropogenic carbon emissions and the 
total land plus ocean uptake becomes negative around 
2050 (Figure 4). In the other two simulations (MCR, 
LCR), this difference crosses the zero line at around 
2100 and 2200 respectively. As expected, the terrestri-
al ecosystem comes into equilibrium with atmospheric 
CO2 much faster than the ocean. Carbon uptake by land 
(Figure 3c) becomes zero around 2150 in all simula-
tions, while the ocean (Figure 3d) still absorbs about 0.5 
GtC/year in 2500. 

Changes in the net anthropogenic emissions minus the 
land plus ocean uptake determine the changes in CO2 
concentrations (Figure 5). In the HCR simulation, CO2 
concentrations increase through 2050 rising from about 
400 ppm in 2015 to about 450 ppm at 2050 and then de-
crease to about 420 ppm in 2500. In the MCR and LCR 
simulations, they are rising through 2100 and 2240 and, 

peaking at about 480 ppm and 550 ppm, respectively. By 
2500, concentrations have slightly decreased to 455 ppm 
in the MCR case and 530 ppm in the LCR case. As was 
noted in a number of publications (e.g. Matthews and 
Caldeira, 2008: Zickfeld et al., 2013), CO2 stays in the 
atmosphere for a very long time. Figure 5 shows that de-
spite the drastic reduction in net anthropogenic carbon 
emissions, CO2 concentrations fall only by 4–7% of total 
CO2 from their peak values. 

The CO2-equivalent concentrations, shown in Figure 6, 
are calculated from the total radiative forcing relative to 
18602. The CO2-equivalent concentrations shown here 
account for radiative forcing by all GHGs and aerosols 
(sulfates, BC). The difference in CO2-equivalent concen-
trations during the historical phase (1861–2005) in our 

2  It should be noted, that there is no connection between CO2 
equivalent emissions (that use the GWP approximation) shown in 
Figure 2, and the CO2 equivalent concentrations shown in Figure 6 
(see Pierrehumbert,, 2014 for more details) . The use of CO2 equiva-
lent concentrations simply provides another way to compare CO2 and 
non- CO2 radiative forcing. 

Figure 4. Difference (GtC/year) between net anthropogenic 
carbon emissions and total land plus ocean uptake. Light blue 
horizontal line indicates zero difference.

Figure 5. Atmospheric CO2 concentrations (mole fractions in ppm 
CO2). Dashed red line shows observed values used in historical part of 
simulations. 
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three simulations is due to different assumptions about 
the strength of aerosol radiative forcing in the HCR, 
MCR, and LCR scenarios. The CO2-equivalent concen-
trations calculated from radiative forcing due to GHGs 
only are identical in all simulations until 2015 and agree 
well with those calculated from GHG observations. To-
tal radiative forcing (Figure 7) and thus CO2-equivalent 

concentrations start to decrease earlier and faster than 
CO2 concentrations because of a more rapid decrease in 
abundant short-lived GHGs (CH4, O3, etc.) as well as sul-
fates and black carbon). 
The only GHGs that decrease much slower than CO2 
are CF4 and SF6, but their associated forcing is extremely 
small. This sharp decrease in non-CO2 forcing more than 
offsets a sharp decrease in the cooling effect of sulfate 
aerosol even in the HCR case where negative sulfate aero-
sol forcing for a given sulfate loading is largest (Table 1). 
The CO2-equivalent concentrations are rising from levels 
of about 430–475 ppm in 2015 to about 490, 530, and 625 
ppm in 2045, 2050 and 2100, respectively, in the HCR, 
MCR, and LCR cases. They start to decline slowly after 
their peak values, and by 2500 the CO2-equivalent con-
centrations are about 400 ppm in the HCR case, 450 ppm 
in the MCR case, and 540 ppm in the LCR case.
Methane and tropospheric ozone concentrations de-
crease below their 1860 values by the end of the 22nd, 
24th and 25th centuries in the HCR, MCR and LCR cas-
es, respectively. As a result, their radiative forcing rela-
tive to 1860 becomes negative, which explains why the 
CO2-equivalent concentrations become lower than the 
CO2 concentrations in the MCR and HCR cases. 
The resulting changes in the annual mean surface air tem-
perature relative to a mean of 1861–1880 are presented in 
Figure 8. For all three cases, surface temperature stabiliz-
es at about 2°C after 2100. Recall that, while all three cas-
es require very sharp emissions reductions, none of them 
require zero anthropogenic carbon emissions in 2050 or 

Figure 6. Atmospheric CO2-equivalent concentrations (mole 
fractions in ppm CO2-eq) computed from radiative forcing by all 
GHGs and aerosols. Dashed lines for historical part and solid 
lines for future part of each simulation. 

Figure 7. Radiative forcing due to CO2 and non-CO2 GHGs.
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even 2100. It should, however, be kept in mind that the 
decreases in CO2 emissions in our three scenarios are ac-
companied by sharp declines in the emissions of all other 
GHGs. The nearly constant temperatures after 2100 are a 
result of compensation between the decrease in radiative 
forcing and the already committed warming due to the 
thermal inertia of the ocean. 

According to the IPCC (2014), to limit human-induced 
warming to less than 2°C with a probability of 66%, the 
cumulative carbon emissions (from CO2, CH4 and CO) 
should be around 700–860 GtC. From 1870 to 2011, the 
world has emitted about 515 GtC, which leaves about 
180–340 GtC to be emitted for the 2°C climate stabiliza-
tion goal. Those estimates are based on the hypothesis of 
a near-linear relationship between SAT and cumulative 
carbon emissions. The dashed lines in Figure 9 show the 
results from three simulations with a no-policy emission 
scenario for the same three sets of climate parameters. 
With no policy, the relationship between cumulative car-
bon emissions and surface warming is very similar to the 
one shown in Figure SPM 5b of IPCC (2014). However, 
in our three policy simulations this linearity breaks down 
around 2100, the shape of the cumulative carbon vs. tem-
perature line changes, and the surface air temperature 
stays near 2°C above preindustrial in spite of the contin-
ued increase in cumulative carbon emissions. 

The total amount of carbon emitted from 2011 to 2100 is 
400, 500 and 650GtC in the HCR, MCR and LCR cases, 
respectively. Rogelj et al. (2015b), who also considered 
non-CO2 mitigation, estimated in their reference case 
that cumulative carbon emission of 340 and 460GtC 
from 2011 to 2100 would allow 2°C stabilization with 
probabilities of 66% and 50% respectively, in the case 
with stringent CH4 mitigation (following RCP2.6) these 
values increases to 435 and 560GtC.

To estimate probabilities of SAT increase by the end of 
the 21st century we ran ensembles of simulations for 
each of our three scenarios using the online version of 
MAGICC6 model (Meinshausen et al., 2011). As can be 
seen from Table 5, the probabilities for SAT increases be-
ing less then 2°C at 2100 are about 25%, 50% and 75% for 
the emission scenarios used in the LCR, MCR and HCR 
cases, respectively. 

Figure 8. Change over time in the global average surface 
air temperature relative to the 1861–1880 mean. Light blue 
horizontal line indicates the 2°C target.

Table 5. Percentiles of SAT change at 2100 from 600-member 
ensembles with MAGICC6.

17% 25% 50% 75% 83%

LCR 1.92 2.02 2.28 2.58 2.71
MCR 1.68 1.76 1.99 2.26 2.38
HCR 1.51 1.58 1.78 2.03 2.15

 

Figure 9. Relationship between the cumulative net 
anthropogenic carbon emissions and global average surface air 
temperature increase. Solid lines refer to the three policy cases. 
Dashed lines show results from simulations with no policy. 
Light blue horizontal line indicates 2°C target.
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The fact that the surface temperature stays almost con-
stant after 2100 is to a large extent explained by the fact 
that aggressive emissions reduction policies for all GHGs 
were applied very early in the 21st century (starting in 
2020). Because of that early start, the rate of increase in 
radiative forcing is significantly reduced or even reversed 
by 2100, and the resulting global heat imbalance is rather 
small. As a result, the subsequent decrease in forcing, as-
sociated with the decrease in non-CO2 emissions and the 
fact that carbon emissions are decreasing faster than total 
carbon uptake, prevents surface temperature from rising 
and leads to the relationship shown in Figure 9 between 
cumulative carbon emission and SAT. It should be noted 
that results for no policy simulations (dashed lines) are 
shown to 2100 only, while the three policy cases were run 
through 2500 (solid lines). Note also that the cumulative 
carbon emissions over the last four centuries of our sim-
ulations are rather small, namely 150, 210 and 310 GtC in 
the HCR, MCR and LCR cases, respectively. 
If the implementation of our climate policies is delayed 
until SAT reaches the 2°C threshold, then warming will 
continue for some time even if all anthropogenic emis-
sions are cut to zero, and the relationship between emis-
sions and temperature will be different from that shown 

above. To demonstrate this, we carried out a number of 
additional simulations. The first two were similar to the 
MCR simulation but with either CO2 emissions or all an-
thropogenic emissions (GHGs and aerosols) set to zero 
after 2100. The second pair of simulations was done using 
the MCR climate parameters and no policy emissions sce-
nario until the global SAT reached 2°C above preindus-
trial (at year 2054), at which time again either CO2 or all 
subsequent emissions (GHGs plus aerosols) were also set 
to zero. Temperature changes in the no policy simulations 
with zero CO2 emissions after 2054 are similar to those in 
simulations discussed by Frölicher and Paynter (2015), 
namely global SAT continues to increase through 2500 
(Figure 10). Even if we eliminate all anthropogenic emis-
sions, global SAT increases for a few years before starting 
to fall. In the simulations with MCR emissions, global SAT 
starts to decrease right after 2100 in both additional sim-
ulations, but much faster if all emissions are set to zero. 
The relationships between cumulative carbon emissions 
and SAT changes for simulations with zero CO2 emissions 
(Figure 11) show that the equilibrium climate response 
to emissions (CRE) (Frölicher and Paynter, 2015) can be 
larger or smaller than the transient CRE depending on 
the preceding emission and temperature trajectories. 

Figure 10. Change over time in the global average surface 
air temperature (SAT) relative to the 1861–1880 mean in 
simulations with no policy till 2100 (black line), with no policy 
till 2054 and zero CO2 emissions after that (red line), 2°C policy 
(blue line) and 2°C policy till 2100 and zero CO2 emissions 
after that (green line). Results from simulations with all 
anthropogenic emissions (GHGs plus aerosols) set to zero are 
shown by dotted red and green lines.

Figure 11. Relationship between the cumulative net anthropogenic 
carbon emissions and global average surface air temperature for 
MCR in simulations with no policy until 2100 (black line), with no 
policy until 2054 and zero CO2 emissions after that (red line), 2°C 
policy (blue line) and 2°C policy until 2100 and zero CO2 emissions 
after that (green line). The small increase in cumulative carbon 
emissions in the two simulations with zero CO2 emissions is 
caused by non-zero anthropogenic emissions of CH4 and CO.
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Whether SAT will continue to rise or will start to decrease 
after CO2 emissions are cut to zero depends, among other 
factors, on the magnitude of the earth’s energy imbalance 
at the time of emissions cutoff. This imbalance can be es-
timated by the difference of simulated SAT at this point 
and an equilibrium SAT corresponding to the radiative 
forcing. In the no policy simulation, forcing is increasing 
though 2054 and equilibrium SAT corresponding to 2054 
forcing is significantly higher (3.4°C) than 2°C. In simu-
lations with MCR emissions, forcing starts to decrease 
50 years before CO2 emissions were set to zero, and two 
temperatures are much closer, namely 2.6°C and 2°C. In 
this case, a decrease in forcing overcomes the SAT increase 
caused by the inertia of the climate system (“climate com-
mitment”). Simulated SAT changes under zero CO2 emis-
sions also depend on the values of model parameters and 
the resulting ratio of TCR to climate sensitivity. To demon-
strate this, we carried out two additional simulations with 
no policy before 2054 and zero CO2 emissions after 2054 
using the model parameters from the HCR and LCR cases. 
For the LCR parameters, the ratio of TCR to climate sensi-
tivity is rather large and SAT does not increase after 2054 
(Figure 12). In contrast, for the HCR setting, SAT increas-
es noticeably faster than for the MCR setting. 

3.2 Implications for Technology Mixes & Costs

The technology mixes and costs to achieve the 2°C target 
are highly dependent on the assumptions about the future 
costs of low-carbon and zero-carbon technologies. In all 
three of our cases, the global energy system requires sub-
stantial transformations in a relatively short time. With 
currently held assumptions about the cost trajectories for 
the needed advanced technologies, the 2°C stabilization 
incurs a world GDP reduction (relative to our no climate 
policy) of 5–10% in 2050 and 15–20% in 2100. Changes 
in the structures of national economies, electrification of 
energy use in industrial sectors, and lower costs of ad-
vanced technologies may reduce these numbers.  

As for the technology mix, Figure 13 shows a sensitivity 
of such calculations to the prevailing views about the cost 
of low-carbon technologies. Figure 13(a) represents the 
IGSM calculations using the estimates for carbon capture 
and storage (CCS) technology costs that were based on 
the MIT Future of Coal study (2007) and used for the 
U.S. Climate Change Science Program Report (US CCSP, 
2007). Subsequent industrial experience with CCS 
showed that these initial cost estimates of the technology 
were quite optimistic. Figure 13 (b) shows an alternative 

Figure 12. Change over time in the global average surface air temperature relative to the 1861–1880 mean in simulations with no 
policy till 2054 and zero CO2 emissions after that for HCR (black line), MCR (red line), and LCR (blue line) model parameters. 
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view on the technology mix required for the 2°C target. 
In comparison to the 2007 Future of Coal study, we see a 
reduced role of CCS and biomass, and an increased role 
of renewables (wind and solar), nuclear (mostly in the 
regions outside of US and Europe) and energy efficien-
cy (that drives a reduction in energy use). It should be 
emphasized that in both of these views, cost estimates 
(and viability of the needed very large deployment rates) 
are uncertain. The successful deployment of several 
large-scale projects in different situations and locations 
will be important to assess whether any assumed costs 
can actually be realized. 

While the exact mix of technologies is subject to sub-
stantial uncertainty (which argues for targeting emis-
sion reduction from any affordable source rather bet-
ting on certain kinds of low-carbon energy sources), in 
all three of our cases the energy system required drastic 
changes, both short and long term. Because one might 
be easily (and almost certainly) wrong in picking the 
winning technologies, economists have long argued 
that carbon pricing (or carbon taxes) is the best way to 
ensure such an energy transformation at the lowest pos-
sible cost for society (Rausch and Karplus, 2014; Palt-
sev et al., 2015b).

(a)       

(b)

Figure 13. Change in total global energy use (in exajoules/year) by type, as estimated by the EPPA model for the MCR case: (a) 
Optimistic view on carbon capture and storage; (b) Optimistic view on renewables and energy efficiency.
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4. Conclusions
In international climate policy discussions, there is cur-
rently a call for “net zero” anthropogenic emissions by 
2100, or even by 2050, where the “net” emissions are de-
fined as anthropogenic emissions minus anthropogenic 
sinks such as re-forestation and biomass electric power 
with carbon capture and storage. Our analysis of the 2°C 
stabilization scenarios with the MIT IGSM framework 
shows, in agreement with a number of previous publica-
tions (e.g. Allen et al., 2009; Matthews et al., 2009, 2012; 
Zickfeld et al., 2009), that surface air temperature can be 
kept near 2°C above preindustrial without net anthropo-
genic carbon emissions being reduced to zero by either 
2050 nor 2100. Reducing global net anthropogenic CO2 
emissions to about 2.6–7 GtC/year by 2050 and then to 
about 1–2.8 GtC/year by 2100 is still consistent with the 
2°C stabilization goal. For our calculated rates of CO2 
emission decrease, the oceans and terrestrial ecosystems 
absorb enough carbon (together with aggressive reduc-
tion in other anthropogenic emissions) to prevent GHG 
concentrations, radiative forcing, and surface temperature 
from exceeding the desired thresholds. A major reason for 
our results is that the land and ocean uptake rates are a 
function of the total atmospheric CO2 concentration and, 
due to the very long lifetime of CO2, this does not decrease 
anywhere near as fast as the imposed CO2 emissions.
While our calculated net anthropogenic emissions mi-
nus natural ocean and terrestrial sinks, are close to zero 
around 2100, global anthropogenic emissions fall below 
1 GtC only by 2200 under the median climate response 
(MCR) assumptions. Ultimately, net anthropogenic 
emissions should approach zero for climate stabiliza-
tion, but our results indicate that that need not happen 
by 2050 or even 2100. Our model specifically includes 
all major climate radiative forcing agents (GHGs and 
aerosols, and we show that an aggressive mitigation of 
non-CO2 emissions allows for a slower decrease in CO2 
emissions than are required in simulations with models 
including only CO2. 
Our study indicates that there appear to be technolog-
ically feasible emissions scenarios which would allow 
the change in global average temperature to remain be-
low 2°C from pre-industrial, although these scenarios 

would require a rapid change in global energy systems 
that would likely cause a significant reduction in glob-
al GDP. With mitigation focused on all forcing agents, 
it may also be possible to achieve this objective without 
resorting to net zero carbon emissions by 2050 or even 
2100, but this is uncertain, and longer term emissions 
would still likely have to be very small or zero. Our study 
assumes that emission reduction starts in 2020. Delaying 
implementation of strict climate policy until even 2030 
will significantly affect the magnitudes and costs of the 
required reductions of both CO2 and non-CO2 emissions 
(e.g. Sanderson et al., 2016). 
Long-term stabilization of the temperature near 2°C 
above preindustrial levels also depends on the emissions 
profiles after 2100. Our simulations assume that during 
2100 to 2500 CO2 emissions continue to decrease at the 
same rate (1.5%/year) as in the 2090–2099 decade, and 
that CH4 and CO emissions decrease by 0.4–0.7%/year 
during 2100–2099 and by 0.1–0.2%/year after 2200. With 
these trajectories of anthropogenic emissions, surface air 
temperature stays nearly constant despite the continued 
(though very slow) increase in cumulative anthropogen-
ic carbon emissions. Such a dependency between cumu-
lative carbon emissions and SAT is possible only because 
radiative forcing in our IGSM simulations was decreasing 
substantially for most of the 21st century. The uncertain-
ty about the future costs of the needed new technologies 
provides an indication that the best way to achieve the 
required energy transformation is to include emission 
reductions from any feasible source rather than focusing 
on specific kinds of low-carbon energy. Although emis-
sions need to be reduced to zero eventually to achieve 
climate stabilization, the results of our simulations sug-
gest that net anthropogenic emissions do not have to be 
zero by 2050 or 2100 to meet the 2°C target because of 
the natural carbon sinks in oceans and terrestrial eco-
systems and the inclusion of reductions in short-lived 
forcers (O3, BC, CH4).

Acknowledgements 
The MIT Joint Program is funded by a consortium of government, 
industrial and foundation sponsors (for the complete list, see: 
http://globalchange.mit.edu/sponsors). Martin Haigh represents the 
Scenarios Team at Shell International Ltd.

MIT JOINT PROGRAM ON THE SCIENCE AND POLICY OF GLOBAL CHANGE  REPORT 309

13

http://globalchange.mit.edu/sponsors


5. References
Allen, M., D. Frame, C. Huntingford, C. Jones, J. Lowe, M. Meinshausen 

and N. Meinshausen, 2009. Warming caused by cumulative carbon 
emissions towards the trillionth tonne Nature 458 1163–1166

Brasseur, G., M. Gupta, B. Anderson, S. Balasubramanian, S. Barrett, 
D. Duda, G. Fleming, P. Forster, J. Fuglestvedt, A. Gettelman, 
R. Halthore, S. Jacob, M. Jacobson, A. Khodayari, K. Liou, 
M. Lund, R. Miake-Lye, P. Minnis, S. Olsen, J. Penner, R. Prinn, 
U. Schumann, H. Selkirk, A. Sokolov, N. Unger, P. Wolfe, 
H. Wong, D. Wuebbles, B. Yi, P. Yang and C. Zhou, 2015. Impact 
of Aviation on Climate: FAA’s Aviation Climate Change Research 
Initiative (ACCRI) Phase II. Bull. Amer. Meteor. Soc. 97, 561–583

Chen, Y-H., S. Paltsev, J. Reilly, J. Morris and M. Babiker, 2016. 
Long-term Economic Modeling for Climate Change Assessment. 
Economic Modeling 52, 867–883

Dutkiewicz, S., A. Sokolov, J. Scott and P. Stone, 2005. A 
three-dimensional ocean-sea-ice-carbon cycle model and its 
coupling to a two-dimensional atmospheric model: uses in climate 
change studies. MIT Joint Program on the Science and Policy of 
Global Change Report 122, Cambridge, MA

Eby, M., J. Weaver, K. Alexander, K. Zickfeld, A. Abe-Ouchi, 
A. Cimatoribus, E. Crespin, S. Drijfhout, N. Edwards, 
A. Eliseev, G. Feulner, T. Fichefet, C. Forest, H. Goosse, 
P. Holden, F. Joos, M. Kawamiya, D. Kicklighter, H. Kienert, 
K. Matsumoto, I. Mokhov, E. Monier, S. Olsen, J. Pedersen, 
M. Perrette, G. Philippon-Berthier, A. Ridgwell, A. Schlosser, 
T. Schneider von Deimling, G. Shaffer, R. Smith, R. Spahni, 
A. Sokolov, M. Steinacher, T. Tachiiri, K. Tokos, M. Yoshimori, 
N. Zeng and F. Zhao, 2013. Historical and idealized climate model 
experiments: an intercomparison of Earth system models of 
intermediate complexity. Climate of the Past 9: 1111–1140

Edmonds, J., P. Luckow, K. Calvin, M. Wise, J. Dooley, P. Page Kyle, 
S.H. Kim, P. Patel and L. Clarke L, 2013. Can radiative forcing be 
limited to 2.6 Wm−2 without negative emissions from bioenergy 
AND CO2 capture and storage? Climatic Change 118: 29–43

Felzer, B., D. Kicklighter, J. Melillo, C. Wang, Q. Zhuang and 
R. Prinn, 2004. Effects of ozone on net primary production and 
carbon sequestration in the conterminous United States using a 
biogeochemistry model. Tellus 56B: 230–248 

Forest, C., P. Stone and A. Sokolov, 2008. Constraining Climate 
Model Parameters from Observed 20th Century Changes. Tellus 
60A: 911–920

Frölicher, T. and J. Paynter, 2015. Extending the relationship 
between global warming and cumulative carbon emissions to 
multi-milennial scales. Environmental Research Letters 10: 075002

Hansen, J., M. Sato, P. Kharecha, D. Beerling, R. Berner, 
V. Masson-Delmotte, M. Pagani, M. Raymo, D.L. Royer, and 
J.C. Zachos, 2008. Target atmospheric CO2: where should 
humanity aim? The Open Atmospheric Science Journal 2: 217–231

Huang, J., A. Golombek, R. Prinn, R. Weiss, P. Fraser, P. Simmonds, 
E. J. Dlugokencky, B. Hall, J. Elkins, P. Steele, R. Langenfelds, 
P. Krummel, G. Dutton, and L. Porter, 2008. Estimation of 
regional emissions of nitrous oxide from 1997 to 2005 using 
multi-network measurements, a chemical transport model, and 
an inverse method. Journal of Geophysical Research 113: D17313

Hyman, R., J. Reilly, M. Babiker, A. De Masin and H. Jacoby, 2002. 
Modeling non-CO2 greenhouse gas abatement. Environmental 
Modeling and Assessment 8: 175–186

IPCC, 2013. Climate Change 2013: The Physical Science Basis. 
(https://www.ipcc.ch/report/ar5/wg1/)

IPCC, 2014. Climate Change 2014 Synthesis Report, Summary for 
Policymakers. (http://www.ipcc.ch/pdf/assessment-report/ar5/syr/
AR5_SYR_FINAL_SPM.pdf)

Jaeger, C. and J. Jaeger, 2011. Three views of two degrees. Regional 
Environmental Change 11(S1): S15–S26

Kirschke, et al. (2013) Three decades of global methane sources and 
sinks. Nature Geoscience 6, 813–823 (doi:10.1038/ngeo1955)

Knutti, R., J. Rogelj, J. Sedlacek and E. Fischer, 2016. A scientific 
critique of the two-degree climate change target. Nature 
Geoscience 9(1): 13–18

Matthews, H. and K. Caldeira, 2008. Stabilizing climate requires 
near-zero emissions. Geophysical Research Letters 35: L04705

Matthews, H., N. Gillett, P. Stott and K. Zickfeld, 2009. The 
proportionality of global warming to cumulative carbon 
emissions. Nature 459: 829–832

Mayer, M., C. Wang, M. Webster and R. Prinn, 2000. Linking local air 
pollution to global chemistry and climate. Journal of Geophysical 
Research 105: 22869–22896 

Matthews, H., S. Solomon and R. Pierrehumbert, 2012. Cumulative 
carbon as a policy framework for achieving climate stabilization. 
Phil. Trans. R. Soc. A 370: 4365–4379 

Melillo, J., A. McGuire, D. Kicklighter, B. Moore III, C. Vorosmarty, 
and A. Schloss, 1993. Global climate change and terrestrial net 
primary production. Nature 363: 234–240 

Meinshausen, M., N. Meinshausen, W. Hare, S. Raper, K. Frieler, 
R. Knutti, D. Frame and M. Allen, 2009. Greenhouse-gas 
emission targets for limiting global warming to 2°C. Nature 
458: 1158–1162

Meinshausen, M., S.C.B. Raper and T.M.L. Wigley, 2011. Emulating 
coupled atmosphere-ocean and carbon cycle models with a 
simpler model, MAGICC6: Part I – Model Description and 
Calibration. Atmospheric Chemistry and Physics 11: 1417–1456

MIT, 2007. The Future of Coal. Massachusetts Institute of Technology, 
Cambridge, MA 

MIT Joint Program, 2014. 2014 Energy and Climate Outlook. 
Cambridge, MA 

Olsen, S., G. Brasseur, D. Wuebbles, S. Barrett, H. Dang, S. Eastham, 
M. Jacobson, A. Khodayari, H. Selkirk, A. Sokolov and N. Unger, 
2013. Comparison of model estimates of the effects of aviation 
emissions on atmospheric ozone and methane. Geophysical 
Research Letters 40: 6004–6009

Paltsev, S., J. Reilly, H. Jacoby, R. Eckaus and J. McFarland and 
M. Babiker, 2005. The MIT Emissions Prediction and Policy 
Analysis (EPPA) Model: Version 4. MIT Joint Program 
on the Science and Policy of Global Change Report 125, 
Cambridge, MA

Paltsev, S., J. Reilly and A. Sokolov, 2013. What GHG Concentration 
Targets are Reachable in this Century? MIT Joint Program 
on the Science and Policy of Global Change Report 247, 
Cambridge, MA. 

Paltsev, S., E. Monier, J. Scott, A. Sokolov and J. Reilly, 2015a. 
Integrated Economic and Climate Projections for Impact 
Assessment. Climatic Change 131: 21–33

Paltsev, S., V. Karplus, H. Chen, I. Karkatsouli, J. Reilly and H. Jacoby, 
2015b. Regulatory Control of Vehicle and Power Plant Emissions: 
How Effective and at What Cost? Climate Policy 15(4): 438–457

Pierrehumbert, R., 2014. Short-lived climate pollution. Annual Review 
of Earth and Planetary Sciences, 42(1): 341

REPORT 309 MIT JOINT PROGRAM ON THE SCIENCE AND POLICY OF GLOBAL CHANGE

14

https://www.ipcc.ch/report/ar5/wg1/
http://www.ipcc.ch/pdf/assessment-report/ar5/syr/AR5_SYR_FINAL_SPM.pdf
http://www.ipcc.ch/pdf/assessment-report/ar5/syr/AR5_SYR_FINAL_SPM.pdf


Plattner, G., R. Knutti, F. Joos, T. Stocker, W. von Bloh, V. Brovkin, 
D. Cameron, E. Driesschaert, S. Dutkiewicz, M. Eby, N. Edwards, 
T. Fichefet, J. Hargreaves, C. Jones, M. Loutre, H. Matthews, 
A. Mouchet, A. Muller, S. Nawrath, A. Price, A. Sokolov, 
M. Strassmann and A. Weaver, 2008. Long-Term Climate 
Commitments Projected with Climate-Carbon Cycle Models. 
Journal of Climate 21: 2721–2751 

Prinn, R., S. Paltsev, A. Sokolov, M. Sarofim, J. Reilly and H. Jacoby, 
2011. Scenarios with MIT Integrated Global Systems Model: 
Significant Global Warming Regardless of Different Approaches. 
Climatic Change 104(3–4): 515–537

Prinn, R., H. Jacoby, A. Sokolov, C. Wang, X. Xiao, Z. Yang, R. Eckaus, 
P. Stone, D. Ellerman, J. Melillo, J. Fitzmaurice, D. Kicklighter, 
G. Holian and Y. Liu, 1999. Integrated global system model for 
climate policy assessment: Feedbacks and sensitivity studies. 
Clim. Change 41: 469–546 

Rausch, S. and V. Karplus, 2014. Markets versus Regulation: The 
Efficiency and Distributional Impacts of U.S. Climate Policy 
Proposals. Energy Journal 35(SI1): 199–227

Rogelj, J., M. Schaeffer and B. Hare, 2015a. Timetables for Zero 
emissions and 2050 emissions reductions: State of the Science 
for ADP agreement. Berlin, Germany: Climate Analytics (http://
climateanalytics.org/publications/2015/timetables-for-zero-emissi
ons-and-2015-emissions-reductions)

Rogelj, J., M. Meinshausen, M. Schaeffer, R. Knutti and R. Riahi, 
2015b. Impact of short-lived non-CO2 mitigation on carbon 
budget for stabilizing warming. Environmental Research Letters 
10: 075001

Sanderson, B.M., B.C. O’Neill, and C. Tebaldi, 2016. What would 
it take to achieve the Paris temperature targets? Geophysical 
Research Letters, 43(13): 7133–7142 

Schneider von Deimling, T., G. Grosse, J. Strauss, L. Schirrmeister, 
A. Morgenstern, S. Schaphoff, M. Meinshausen and J. Boike, 2015. 
Observation-based modelling of permafrost carbon fluxes with 
accounting for deep carbon deposits and thermokarst activity. 
Biogeosciences 11(12): 16599–16643

Solomon, S. et al., 2011. Climate stabilization targets: emissions, 
concentrations and impacts over decades to millennia. 
Washington, DC: The National Academies Press.

Sokolov, A., 2006. Does Model Sensitivity to Changes in CO2 Provide 
a Measure of Sensitivity to Other Forcings? Journal of Climate 
19: 3294–3306

Sokolov, A., C. Forest and P. Stone, 2003. Comparing Oceanic Heat 
Uptake in AOGCM Transient Climate Change Experiments. 
Journal of Climate 16: 1573–1582

Sokolov, A., A. Schlosser, S. Dutkiewicz, S. Paltsev, D. Kicklighter, 
H. Jacoby, R. Prinn, C. Forest, J. Reilly, C. Wang, B. Felzer, 
M. Sarofim, J. Scott, P. Stone, J. Melillo and J. Cohen, 2005. 
The MIT Integrated Global System Model (IGSM) Version 2: 
Model Description and Baseline Evaluation. MIT Joint Program 
on the Science and Policy of Global Change Report 124, 
Cambridge, MA 

Sokolov, A., S. Dutkiewicz, P. Stone and J. Scott, 2007. Evaluating 
the use of ocean models of different complexity in climate change 
studies. MIT Joint Program for the Science and Policy of Global 
Change Report 128, Cambridge, MA

Sokolov, A., P. Stone, C. Forest, R. Prinn, M. Sarofim, M. Webster, 
S. Paltsev, A. Schlosser, D. Kicklighter, S. Dutkiewicz, J. Reilly, 
C. Wang, B. Felzer and H. Jacoby, 2009. Probabilistic forecast for 
21st century climate based on uncertainties in emissions (without 
policy) and climate parameters. Journal of Climate 22: 5175–5204

Stocker, T. et al., 2013. Technical Summary. In: Climate Change 2013: 
The Physical Science Basis. Contribution of Working Group I to 
the Fifth Assessment Report of the Intergovernmental Panel on 
Climate Change. Cambridge University Press, Cambridge, United 
Kingdom and New York, NY, USA

US CCSP, 2006. Scenarios of Greenhouse Gas Emissions and 
Atmospheric Concentrations. US Climate Change Science 
Program, Washington, DC: Department of Energy 

van Vuuren, D., J. Edmonds, M. Kainuma, K. Riahi and J. Weyant, 
2011. A special issue on the RCPs. Climatic Change 109(1–2) 1–4

Victor, D. and C. Kennel, 2014. Ditch the 2C Warming Goal. Nature 
514: 30–31

Wang, C., R. Prinn and A. Sokolov, 1998. A global interactive 
chemistry and climate model: Formulation and testing. Journal of 
Geophysical Research 103: 3399–3418 

Webster, M., A. Sokolov, J. Reilly, C. Forest, S. Paltsev, A. Schlosser, 
C. Wang, D. Kicklighter, M. Sarofim, J. Melillo, R. Prinn and 
H. Jacoby, 2012. Analysis of Climate Policy Targets under 
Uncertainty. Climatic Change 112: 569–583 

Zickfeld, K., M. Eby, H. Matthews and A. Weaver, 2009. Setting 
cumulative emissions targets to reduce the risk of dangerous 
climate change. Proc. Natl Acad. Sci. USA 106: 16129–16134 

Zickfeld, K., M. Eby, A. Weaver, K. Alexander, E. Crespin, N. Edwards, 
A. Eliseev, G. Feulner, T. Fichefet, C. Forest, P. Friedlingstein, 
H. Goosse, P. Holden, F. Joos, M. Kawamiya, D. Kicklighter, 
H. Kienert, K. Matsumoto, I. Mokhov, E. Monier, S. Olsen, 
J. Pedersen, M. Perrette, Philippon-G. Berthier, A. Ridgewell, 
A. Schlosser, T. Schneider Von Deimling, G. Shaffer, A. Sokolov, 
R. Spahni, M. Steinacher, K. Tachiiri, K. Tokos, M. Yoshimori, 
N. Zheng and Z. Zhao, 2013. Long-Term climate Change 
Commitment and Reversibility: An EMIC Intercomparison. 
Journal of Climate 26: 5782–5809

MIT JOINT PROGRAM ON THE SCIENCE AND POLICY OF GLOBAL CHANGE  REPORT 309

15

http://climateanalytics.org/publications/2015/timetables-for-zero-emissions-and-2015-emissions-reductions
http://climateanalytics.org/publications/2015/timetables-for-zero-emissions-and-2015-emissions-reductions
http://climateanalytics.org/publications/2015/timetables-for-zero-emissions-and-2015-emissions-reductions


Joint Program Report Series - Recent Articles
For limited quantities, Joint Program Reports are available free of charge. Contact the Joint Program Office to order.  

Complete list: http://globalchange.mit.edu/publications

MIT Joint Program on the Science and Policy  
of Global Change

Massachusetts Institute of Technology 
77 Massachusetts Ave., E19-411  
Cambridge MA 02139-4307 (USA)

T (617) 253-7492 F (617) 253-9845 
globalchange@mit.edu 
http://globalchange.mit.edu/

309. Climate Stabilization at 2°C and Net Zero Carbon Emissions. 
Sokolov et al., Mar 2017

308. Transparency in the Paris Agreement. Jacoby et al., Feb 2017

307. Economic Projection with Non-homothetic Preferences: The 
Performance and Application of a CDE Demand System. 
Chen, Dec 2016

306. A Drought Indicator based on Ecosystem Responses to 
Water Availability: The Normalized Ecosystem Drought 
Index. Chang et al., Nov 2016

305. Is Current Irrigation Sustainable in the United States? An 
Integrated Assessment of Climate Change Impact on Water 
Resources and Irrigated Crop Yields. Blanc et al., Nov 2016

304. The Impact of Oil Prices on Bioenergy, Emissions and Land 
Use. Winchester & Ledvina, Oct 2016

303. Scaling Compliance with Coverage? Firm-level Performance 
in China’s Industrial Energy Conservation Program. Karplus 
et al., Oct 2016

302. 21st Century Changes in U.S. Heavy Precipitation Frequency 
Based on Resolved Atmospheric Patterns. Gao et al., Oct 2016

301. Combining Price and Quantity Controls under Partitioned 
Environmental Regulation. Abrell & Rausch, Jul 2016

300. The Impact of Water Scarcity on Food, Bioenergy and 
Deforestation. Winchester et al., Jul 2016

299. The Impact of Coordinated Policies on Air Pollution 
Emissions from Road Transportation in China. Kishimoto 
et al., Jun 2016

298. Modeling Regional Carbon Dioxide Flux over California 
using the WRF-ACASA Coupled Model. Xu et al., Jun 2016

297. Electricity Investments under Technology Cost Uncertainty 
and Stochastic Technological Learning. Morris et al., 
May 2016

296. Statistical Emulators of Maize, Rice, Soybean and Wheat 
Yields from Global Gridded Crop Models. Blanc, May 2016

295. Are Land-use Emissions Scalable with Increasing Corn 
Ethanol Mandates in the United States? Ejaz et al., Apr 2016

294. The Future of Natural Gas in China: Effects of Pricing 
Reform and Climate Policy. Zhang & Paltsev, Mar 2016

293. Uncertainty in Future Agro-Climate Projections in the 
United States and Benefits of Greenhouse Gas Mitigation. 
Monier et al., Mar 2016

292. Costs of Climate Mitigation Policies. Chen et al., Mar 2016

291. Scenarios of Global Change: Integrated Assessment of 
Climate Impacts. Paltsev et al., Feb 2016

290. Modeling Uncertainty in Climate Change: A Multi-Model 
Comparison. Gillingham et al., Dec 2015

289. The Impact of Climate Policy on Carbon Capture and 
Storage Deployment in China. Zhang et al., Dec 2015

288. The Influence of Gas-to-Liquids and Natural Gas Production 
Technology Penetration on the Crude Oil-Natural Gas Price 
Relationship. Ramberg et al., Dec 2015

287. Impact of Canopy Representations on Regional Modeling of 
Evapotranspiration using the WRF-ACASA Coupled Model. 
Xu  et al., Dec 2015

286. Launching a New Climate Regime. Jacoby & Chen, Nov 2015

285. US Major Crops’ Uncertain Climate Change Risks and 
Greenhouse Gas Mitigation Benefits. Sue Wing et al., 
Oct 2015

284. Capturing Natural Resource Dynamics in Top-Down 
Energy-Economic Equilibrium Models. Zhang et al., Oct 2015

283. Global population growth, technology, and Malthusian 
constraints: A quantitative growth theoretic perspective. 
Lanz et al., Oct 2015

282. Natural Gas Pricing Reform in China: Getting Closer to a 
Market System? Paltsev & Zhang, Jul 2015

281. Impacts of CO2 Mandates for New Cars in the European 
Union. Paltsev et al., May 2015

280. Water Body Temperature Model for Assessing Climate 
Change Impacts on Thermal Cooling. Strzepek et al., 
May 2015

279. Emulating maize yields from global gridded crop models 
using statistical estimates. Blanc & Sultan, Mar 2015

278. The MIT EPPA6 Model: Economic Growth, Energy Use, and 
Food Consumption. Chen et al., Mar 2015

277. Renewables Intermittency: Operational Limits and 
Implications for Long-Term Energy System Models. Delarue 
& Morris, Mar 2015

276. Specifying Parameters in Computable General Equilibrium 
Models using Optimal Fingerprint Detection Methods. 
Koesler, Feb 2015

275. The Impact of Advanced Biofuels on Aviation Emissions and 
Operations in the U.S. Winchester et al., Feb 2015

274. Modeling regional transportation demand in China and the 
impacts of a national carbon constraint. Kishimoto et al., 
Jan 2015

273. The Contribution of Biomass to Emissions Mitigation under 
a Global Climate Policy. Winchester & Reilly, Jan 2015


	1.	Introduction
	2.	Methods
	3.	Results and Discussion
	3.1	Emissions and Climate
	3.2	Implications for Technology Mixes & Costs

	4.	Conclusions
	5.	References

