
The MIT Joint Program on the Science and Policy of Global 
Change combines cutting-edge scientific research with independent 
policy analysis to provide a solid foundation for the public and 
private decisions needed to mitigate and adapt to unavoidable global 
environmental changes. Being data-driven, the Joint Program uses 
extensive Earth system and economic data and models to produce 
quantitative analysis and predictions of the risks of climate change 
and the challenges of limiting human influence on the environment—
essential knowledge for the international dialogue toward a global 
response to climate change.

To this end, the Joint Program brings together an interdisciplinary 
group from two established MIT research centers: the Center for 
Global Change Science (CGCS) and the Center for Energy and 
Environmental Policy Research (CEEPR). These two centers—along 
with collaborators from the Marine Biology Laboratory (MBL) at 

Woods Hole and short- and long-term visitors—provide the united 
vision needed to solve global challenges. 

At the heart of much of the program’s work lies MIT’s Integrated 
Global System Model. Through this integrated model, the program 
seeks to discover new interactions among natural and human climate 
system components; objectively assess uncertainty in economic and 
climate projections; critically and quantitatively analyze environmental 
management and policy proposals; understand complex connections 
among the many forces that will shape our future; and improve 
methods to model, monitor and verify greenhouse gas emissions and 
climatic impacts.

This reprint is intended to communicate research results and improve 
public understanding of global environment and energy challenges, 
thereby contributing to informed debate about climate change and the 
economic and social implications of policy alternatives.

—Ronald G. Prinn and John M. Reilly, 
 Joint Program Co-Directors

MIT Joint Program on the Science and Policy  
of Global Change

Massachusetts Institute of Technology 
77 Massachusetts Ave., E19-411  
Cambridge MA 02139-4307 (USA)

T (617) 253-7492     F (617) 253-9845 
globalchange@mit.edu 
http://globalchange.mit.edu

Reprint 2016-1

Reprinted with permission from Economic Modelling, 52(Part B): 867–883.
 © 2016 Elsevier B.V.

Long-term economic modeling for climate 
change assessment
Y.-H. Henry Chen, Sergey Paltsev, John M. Reilly, Jennifer F. Morris, Mustafa H. Babiker

mailto:globalchange%40mit.edu?subject=
http://globalchange.mit.edu


Long-term economic modeling for climate change assessment

Y.-H. Henry Chen ⁎, Sergey Paltsev, John M. Reilly, Jennifer F. Morris, Mustafa H. Babiker
Joint Program on the Science and Policy of Global Change, Massachusetts Institute of Technology, 77 Massachusetts Ave, E19-411, Cambridge, MA 02139-4307, United States

a b s t r a c ta r t i c l e i n f o

Article history:
Accepted 20 October 2015
Available online 6 November 2015

Keywords:
Economy-wide analysis
Model evaluation
Counterfactual simulation
Preference calibration
Energy use
Food consumption

A growing concern for using large scale applied general equilibriummodels to analyze energy and environmental
policies has been whether these models produce reliable projections. Based on the latest MIT Economic Projec-
tion and Policy Analysis model we developed, this study aims to tackle this question in several ways, including
enriching the representation of consumer preferences to generate changes in consumption pattern consistent
to those observed in different stages of economic development, comparing results of historical simulations
against actual data, and conducting sensitivity analyses of future projections to key parameters under various
policy scenarios.We find that: 1) as the economies grow, the empirically observed income elasticities of demand
are better represented by our setting than by a pure Stone–Geary approach, 2) historical simulations in general
perform better in developed regions than in developing regions, and 3) simulation results are more sensitive to
GDP growth than energy and non-energy substitution elasticities and autonomous energy efficiency
improvement.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The MIT Economic Projection and Policy Analysis (EPPA) model is a
computable general equilibrium (CGE) model of the global economy. It
has been applied to the study of policy impacts on the economy and
emissions, prospects for new technologies, agriculture and land use,
and—in some versions—environmental feedbacks on the economy
through human health and agricultural productivity. The model can be
run in a standalone mode to, for example, investigate the implications
of climate and energy policy (e.g. Jacoby and Chen, 2014), or it can be
coupled with the MIT Earth SystemModel (MESM) to form the MIT In-
tegrated Global SystemModeling (IGSM) framework (e.g. Sokolov et al.,
2009; Webster et al., 2012). The EPPA model is regularly updated as
new global economic data become available. Previous EPPA versions
are described in Babiker et al. (2001), Paltsev et al. (2005), and Paltsev
et al. (2015).

EPPA has become a family of models, with different versions devel-
oped from the core model to examine in detail specific sectors or tech-
nologies such as, for example, private vehicle alternatives (Karplus
et al., 2013a, b), the economics of producing jet fuel from biofuels
(Winchester et al., 2013), the health and economic effects of air pollu-
tion (Nam et al., 2013) or land use change (Gurgel et al., 2007).1 Incor-
porating such additional features often require substantial data
development beyond the basic economic database. Our strategy for

this update to EPPA was to first develop a core version of the model
(EPPA version 6), with the goal of later adding in details as needed for
special studies. In addition to updating the underlying economic data-
base to a benchmark year of 2007, we revisit several key economic fea-
tures, including the nature of economy-wide productivity growth,
capital vintaging, and the relationship of final consumption goods to in-
come growth. The newmodel provides a platform to develop economic
projections to evaluate the implications of energy and climate policies;
moreover, it also provides a robust platform for the ongoing model de-
velopment, during whichwe plan to incorporate features of earlier ver-
sions of EPPA, and build additional features to study more detailed
policy questions.

The current version of the model has been designed to allow focus
on broader global change topics including land-use change, agriculture,
water, energy, air pollution, transportation, population and develop-
ment. Overall, we seek to understand the linkages of the economy to
the broader earth system, the implications of earth system changes for
global and regional economic growth, and the implications of economic
policies meant to stabilize our relationship with the planet. We start
from a theoretically grounded general equilibrium representation of
the world economy, and add in the necessary physical detail on re-
sources and environmental implications of their use. General equilibri-
um models are well-suited to the broader focus because they
represent all sectors of the economy and interactions among sectors.

We have two main objectives of the paper. The first objective is to
explain new developments in terms of model structure, data, and as-
sumptions. For instance, we incorporate non-homothetic preferences
in modeling final consumption to better capture the observed differ-
ences in income growth on regional consumption patterns of crops,
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livestock, and food products. We develop a new vintaging structure for
capital investment to better capture the observation that the lifetimes of
some capital assets have been extended substantially beyond standard
depreciation schedules. We also introduce the potential for exogenous
improvements in capital productivity alongwith labor, land and energy
productivity to allow for more balanced patterns of growth and factor
prices under varying GDP growth assumptions. We update the main
economic data—based on the Global Trade Analysis Project Version 8
(GTAP 8) database—with a benchmark year of 2007 (Narayanan et al.,
2012). With the updated data we revise and update the regional
business-as-usual (BAU) GDP projections.

The secondmajor objective is to evaluate the reliability of the overall
model with these new developments. While large scale applied general
equilibrium models of the global economy have been used extensively
in many areas, including energy and environmental policy analyses,
for decades. A growing concern is whether these models produce reli-
able projections. We try to tackle that question in several ways. We
compare the model's projections against historical data, and test if our
revised representation of consumer preferences generates the type of
structural changes we have observed in economies as they develop.
Then, because we focus on energy, environment and natural resource
use and are not experts inmacro-economic forecasting,we seek reliabil-
ity of themacro-economic projections by benchmarking to widely used
and respected projections. Finally, we conduct conventional sensitivity
analysis of policy results to key parameters. While sensitivity analysis
shows model response, it does not tell us much about whether the re-
sponse is realistic. Policy questions are often asking about newor poten-
tial policies and so it is generally not possible to find realistic historical
analogues against which to compare model response to a policy shock.
And, even if such analogues were to exist, model evaluation would re-
quire constructing a counter factual without the policy to test whether
the model could reproduce what actually happened with the policy.
Still sensitivity analysis can provide useful insight and help us to judge
model response.

We note several caveats. First, the model is designed for mid- to
long-term projections (over a decade to a century); as currently con-
structed, the model is not intended to generate or investigate annual
or shorter fluctuations due to economic business cycles or shocks to
oil or agricultural markets. Second, EPPA is designed as a simulation
model to study “what if” questions regarding different underlying eco-
nomic or policy assumptions. It is not designed to endogenously deter-
mine an optimal policy response, or otherwise simulate the behavior of
political actors in the face of economic and environmental change. Envi-
ronmental impacts of economic activities are “external” to private eco-
nomic decision making, unless specific policies are implemented to
price some or all of these externalities. Themodel incorporates econom-
ic distortions (such taxes, subsidies, controlled prices) that are present
in the official economic data, but it does not capture unofficial economic
transactions that might be substantial in certain parts of the world.

The remainder of the paper is organized as follows: Sections 2 and 3
introduce the theoretical framework and data, respectively; Section 4
presents model evaluation results based on a historical run, and ana-
lyzes simulation results for both the reference (BAU) and policy runs,
and conducts sensitivity analyseswith variousmodel parameterizations
and settings; and Section 5 provides conclusions and directions for fu-
ture research.

2. Theoretical framework

CGE modeling has been widely used in various economy-wide anal-
yses such as trade liberalization effects, interaction between FDI and
trade, optimal taxation,modeling for roles of power sector technologies,
and energy and environmental policies (Bovenberg and Goulder, 1996;
Rutherford et al., 1997; Tapia-Ahumada et al., 2015; van der
Mensbrugghe, 2010; Zhou and Latorre, 2014). The EPPAmodel is a clas-
sical computable general equilibrium model along the lines of these

models, with the unique feature that it includes explicit advanced ener-
gy conversion technologies and accounting of both greenhouse gas and
conventional pollutant emissions. It is a multi-region and multi-sector
recursive dynamic model of the world economy solved at 5-year inter-
vals from2010 through 2100. The current version of themodel includes
18 regions and 14 sectors, with labor, capital and multiple energy re-
sources as primary factors. The model represents economic activities
of three types of agents in each region: producers, consumers, and the
government. Solving themodel recursivelymeans that production, con-
sumption, savings and investment are determined by current period
prices. Savings supply funds for investment, and investment plus capital
remaining from previous periods forms the capital for the next period's
production. Themodel is formulated in a series ofmixed complementa-
ry problems (MCP), which may include both equations and inequalities
(Ferris and Pang, 1997;Mathiesen, 1985; Rutherford, 1995). It iswritten
and solved using themodeling languages of GAMS andMPSGE, and the
latter is now a subsystem of the former (Rutherford, 1999).

Versions of the model have been solved as a fully dynamic model,
implying forward looking behavior on the part of agents in the economy
but to do so required simplification of some of the model features, for
example, the explicit vintaging of capital. Babiker et al. (2009) com-
pared similar versions solved either as a forward-looking or a recursive
model and found similar results for policy simulations in terms of ener-
gy and technology use when the forward looking result that the carbon
price rises at the discount ratewas imposed on the recursivemodel. The
overall policy costswere lower in the forward-lookingmodel because of
the additional flexibility of shifting consumption and investment over
time. While forward-looking models are seen as conceptually superior,
the implied perfect foresight is a strong assumption as future policies
and other outcomes are rarely known with certainty.

2.1. The static model

In the recursive formulation, the model finds prices, quantities and
incomes that represent an equilibrium in each period by solving an op-
timization problem for three types of agents in each region: the house-
hold, producers, and the government. The household owns primary
factors including labor, capital, and natural resources, provides them
to producers, receives income from the services it provides (wages, cap-
ital earnings and resource rents), pays taxes to the government and re-
ceives net transfers from it. In addition, representative regional
household allocates income to consumption and savings.

Producers (production sectors) transform primary factors and inter-
mediate inputs (outputs of other producers) into goods and services,
sell them to other domestic or foreign producers, households, or gov-
ernments, and receive payments in return. To maximize profit, each
producer chooses its output level, and—under the given technology
and market prices—hires a cost-minimizing input bundle. Production
functions for each sector describe technical substitution possibilities
and requirements. The government is treated as a passive entity,
which collects taxes from household and producers to finance govern-
ment consumption and transfers.

For a typical CGE model, the activities of different agents and their
interactions can be described by three types of conditions: 1) zero-
profit conditions; 2) market-clearing conditions; and 3) income-
balance conditions. Zero-profit conditions represent cost-benefit analy-
ses for economic activities. For the household, the economic activity is
consumption that produces utility and for each producer, the activity
is production, which results in output. A typical zero-profit condition
expressed in MCP format is:

MC−MB≥0;Q ≥0 ; MC−MB½ " •Q ¼ 0 ð1Þ

For instance, if a zero-profit condition is applied on a production ac-
tivity, then if the equilibrium output Q N 0, the marginal cost MC must
equal the marginal benefit MB, and if MC N MB in equilibrium, the
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producer has no reason to produce. Note thatMC bMB is not an equilib-
rium state since Q will increase untilMC=MB. Other activities such as
investment, imports, exports, and commodity aggregation are modeled
using the Armington assumption (Armington, 1969) and each has its
own zero-profit conditions.

For each market-clearing condition, the price level is determined
based on market demand and supply. A typical market-clearing condi-
tion in MCP format is:

S≥D; P≥0 ; S−D½ " •P ¼ 0 ð2Þ

The market-clearing condition states that for each market, if there is
a positive equilibrium price P, then P must equalize supply S and de-
mand D. If S N D in equilibrium, then the commodity price is zero. Sim-
ilarly, in Condition (2), S b D is not in equilibrium because in this case, P
will continue to increase until the market is clear (S = D).

Income-balance conditions specify income levels of household and
government that support their spending levels. A typical income-
balance condition in MCP format is:

E≥ I; E≥0 ; E−I½ " •E ¼ 0 ð3Þ

The condition that expenditure, E (including household savings)
equals income, I, always holds in CGE models. Only relative prices mat-
ter in general equilibrium models, and thus the empirical formulation
requires the choice of a numeraire good. We choose the price of utility
for the U.S. as the numeraire, so all other prices are measured relative
to it.

We, like many others, use nested Constant Elasticity of Substitution
(CES) functions with various inputs to specify preferences and produc-
tion technologies. CES functions are constant return to scale (CRTS),
which means if all inputs are doubled, the output will be doubled as
well. Although CRTS makes solving the model easier and is compelling
for production sectors, when applied to household consumption it im-
plies an income elasticity of one for all goods. This is restrictive and is
generally not the case. Enrst Engel, dating back to the 1800s, observed
that the expenditure shares on food consumption tend to decrease as
income increases, an observation widely referred to as Engel's Law,
and confirmed by recent studies (Zhou et al., 2012; Haque, 2005).

One way to circumvent the income elasticity restriction is to adjust
consumption shares between periods as income grows to account for
the declining share of food consumption, but CRTS properties will re-
mainwithin eachperiod so that a policy that reduced income in a period
by, for example, 1 percent would lead to 1 percent reduction in food
consumption, other things equal. Our strategy is to adopt the approach
presented in Markusen (2006) by applying a Stone–Geary preference
system within the MPSGE framework. This system requires a shift pa-
rameter that changes the reference point of consumption from zero
(as in the CES case). The shift parameter, often referred to as the subsis-
tence consumption level, can be calibrated to match estimated income
elasticities for each region's household. Note that for a set of constant
shift parameters in the Stone–Geary system, income elasticities will
eventually converge to one as income grows. To overcome this limita-
tion, we recalibrate the shift parameter for each period so the income
elasticities match estimated levels, even as income grows. A caveat
with this treatment is that, as is the case if consumption shares are
recalibrated, the consumer's preference change with each recalibration,
and hencemeasures of equivalent variation are comparablewithin a pe-
riod but technically not over recalibrated periods. Addessi (2014) points
to the need to distinguish between shifts in and movements along an
Engel's curve. The shift parameter adjustment we use with Stone–
Geary preferences approximates the income elasticities statistically es-
timated using amore flexible preference function, and hence represents
movement along anEngel's curve, that the lessflexible Stone–Geary for-
mulation cannot replicate without the adjustment.

For demonstration purposes, let us consider a utility function Uwith
preference overN commodities indexed by i, and use ci, ci⁎, andw to rep-
resent consumption of commodity i, shift parameter for the consump-
tion of commodity i, and the budget, respectively:

u ¼ U c1−c&1; c2−c&2;…; cN−c&N
! "

ð4Þ

The income elasticity for the consumption of commodity i is defined
as:

ηi ¼
ci−c&i
ci

# $
=

w−
XN

i¼1
c&i

w

0

@

1

A ð5Þ

Applying the Engel's Aggregation, it can be shown that for a given ηi,
the solution for ci⁎ that satisfies Eq. (5) is:

c&i ¼ 1−ηi
! "

ci ð6Þ

The derivations for Eq. (6) and others alongwith technical details of
model structure are provided in the Supplemental Materials. With
Eq. (6), we can calculate ci⁎ for the base year (i.e., the first period, denot-
ed by t=0) such that the income elasticity of demand for commodity i
is ηi. While the same ci⁎ is used for the first two periods (t = 0, 1), for
each later period ci⁎ is recalibrated to approximate ηi. More specifically,
from the third period onward (t ≥ 2), information from both the adja-
cent previous period (t − 1) and the first period (t = 0) is used to up-
date ci⁎ based on Eq. (7):

c&i;t ¼ xTi;t−1−yTi; t−1•
xTi; t−1−xi;0
yTi; t−1−yi; 0

; t≥2 ð7Þ

In Eq. (7), (xi, 0, yi,0) is the base year consumption bundle, where
yi represents the aggregation of all commodities other than xi, and
(xi, t − 1

T , yi, t − 1
T ) is the imputed consumption bundle derived from

the given income elasticities and the budget wt − 1, while using the
base year relative price level. With this treatment, we can incorpo-
rate the existing income elasticity estimates for the final consump-
tion of crops, livestock, and food sectors. For other EPPA sectors
that cannot be directly mapped into sectors in the existing studies,
we apply a uniform income elasticity level derived from the Engel's
Aggregation. The details of EPPA sectors/commodities will be pre-
sented in Section 2.3.

In EPPA intermediate inputs of the food sector are modeled by a
Leontief structure. Following Sato (1975) and Guillo´ et al. (2011) who
point to the need to consider changes in input requirements over time
on the production side, we also update the input shares for the food sec-
tor based onfinal consumption trends for crops and livestock.More spe-
cifically, we update the food sector input shares such that the
percentage changes of crops and livestock inputs are represented by
the percentage changes of crops and livestock final consumption levels.
Beyond the food sector,wemake similar adjustments, for example, with
non-price driven efficiency improvement in inputs to production like
energy and land (more details are provided in Section 3.3).

2.2. Dynamic processes

The dynamics of the model are determined by both exogenous and
endogenous factors. Exogenous factors include projections for labor en-
dowment growth, factor-augmented productivity growth, energy pro-
ductivity growth, and natural resource assets. For each region, we
assume that the labor endowment increases proportionally to popula-
tion growth.We then have the option to specify differential productivity
growth for labor, capital and land. Since expectations of future economic
growth are often in terms of GDP rather than underlying factors such as
labor, land, capital, energy productivity, or resource availabilities, we
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have included amodel feature that automatically calibrates an addition-
al Hick's neutral adjustment on top of any biased growth tomatch a pre-
specified GDP growth rate.

Dynamics determined endogenously include savings, investment,
and fossil fuel resource depletion. As in previous versions of EPPA, sav-
ings and consumption are aggregated in a Leontief approach in the
household's utility function. All savings are used as investment, which
meets the demand for capital goods. The capital is divided into amallea-
ble portion KMt, with all new investmentmalleable, and a vintaged non-
malleable portion Vn,t, where n represents a particular vintage category
and t represents timeperiod. Capital is region specific, and vintaged cap-
ital is sector specific. For simplicity in the notation we suppress region
and sector subscripts. For a given time period, n = 1 is 5-year-old
vintaged capital in a sector and region, n = 2 and n = 3 are the 10-
and 15-year-old vintaged capital, respectively, and n = 4 is capital
older than 20 years. The dynamics of themalleable capital are described
by:

KMt ¼ INVt−1 þ 1−θð Þ 1−δð Þ5KMt−1 ð8Þ

In Eq. (8), θ is the fraction of themalleable capital that becomes non-
malleable at the end of period t − 1, and INVt − 1 and δ are the invest-
ment and annual depreciation rate, respectively. The factor of 5 is
used because the model is solved in five-year intervals. The newly
formed non-malleable capital V1,t is the fraction, θ, of the survivingmal-
leable capital from the previous period:

V1;t ¼ θ 1−δð Þ5KMt−1 ð9Þ

A limitation of this simple formulation is that vintaged capital has a
lifetime of 25 years, 5 as malleable capital, and 20 as vintaged capital.
While this is a reasonable assumption for some types of capital, for
others (e.g. power plants in the electricity sector) this treatment fails
to capture the much longer lifetimes of capital—some of which have
been in service for decades. We now allow the possibility for vintaged
capital to survive beyond 20 years. We assume that physical productiv-
ity of installed vintage capital does not depreciate until it reaches the
final vintage. This reflects an assumption that, once in place, a physical
plant can continue to produce the same level of output without further
investment. This is in conjunction with the assumption that (1 − θ) of
capital remains malleable and depreciates continuously. Heuristically,
this can be seen as investment in a new physical plant to be part
vintaged and part malleable, with the regular updates and replacement
(short of the long-term replacement of a plant) accounted in the depre-
ciation of malleable capital. This process can be described by:

V2;tþ1 ¼ V1;t ; V3;tþ2 ¼ V2;tþ1; V4;tþ3 ¼ V3;tþ2 þ 1−δð Þ5V4; tþ2 ð10Þ

In this setting, note that V4, t + 3 comes not only from V3,t + 2 but also
from (1 − δ)5V4, t + 2, which is the survived vintage capital beyond
20 years old. The advantage of this formulation is that we effectively ex-
tend the life of capital while retaining the formulation that in any given
period t, there are always only four classes of vintage capitalV1,t, V2,t, V3,t,
and V4,t. The effective lifetime of capital is 25 years (the 5-year life of the
initial malleable stock, plus the 5-year time step for each of the four ex-
plicit vintages) plus the half-life of the final vintage that, with a depreci-
ation rate of 5 percent, is an additional 15 years. In this formulation the
economic return to older vintages of capital can fall, possibly to zero im-
plying that it is idle or partly idle. This reflects realities we see in the
electric power sector where old inefficient power plants are often
idled except during peak demand periods, or if there are requirements
or incentives to add renewable capacity when there is little or no de-
mand growth (see Morris et al., 2014 for a discussion and example sim-
ulations). Depreciation is thus at least partly endogenous, as in some
cases capital that could be used is not because it has become obsolete

or its variable costs are higher than that of other competing
technologies.

Fig. 1 demonstrates the dynamics for capital stock evolution pre-
sented graphically in (8), (9), and (10). To better illustrate the idea,
we put “model year” and “vintage year” as the vertical and horizontal
axes, respectively, with the former denoting the time period of the
model and the latter representing the year when the vintage capital is
formed. Therefore, V3, 2020 for the model year of 2020 was formed in
the year 2010. The fact that V4, 2025 comes fromboth V3, 2020 and the sur-
vived V4, 2020 gives an example for the formulation of (10). Vintage cap-
ital Vn,t is sector specific, and while factor substitution in response to
change in relative price is possible for the malleable portion, it is not
possible for the non-malleable portion. A further element of the formu-
lation is that the factor shares of V4,t are updated each period to reflect
the average of that of V3,t − 1 and the surviving fraction of V4,t − 1.

To capture the long-run dynamics of fossil fuel prices, regional fossil
fuel resources Re,t are subject to depletion based on regional annual pro-
duction levels Fe,t for fossil resource of type e at period t, here suppress-
ing the regional subscript. To align with the five-year time step, values
of Fe,t aremultiplied by a factor of five to approximate depletion in inter-
vening years:

Re; tþ1 ¼ Re;t−5Fe;t ð11Þ

Estimates for oil, gas, and coal resources are from previous versions
of EPPA. Details are provided in Paltsev et al. (2005). We incorporate
the revised outlook for the growing output of shale gas production
due to the technology breakthrough that makes the extraction of shale
resources more economically feasible (EIA, 2013; Jacoby et al., 2012;
Paltsev et al., 2011). Exhaustible resources are depleted over time
based on production levels simulated at 5-year intervals in the model,
and interpolated include years not explicitly simulated.

2.3. Regions, sectors, and backstop technologies

We disaggregate the global economy into 18 regions, as shown in
Table 1. While similar to previous version, this additionally breaks out
South Korea and Indonesia, to reflect the increasing importance of
their economic activities andGHGemissions in the global economy. An-
other new feature, shown in Table 2, is Ownership of Dwellings. With
this treatment, we are able to better represent the household's energy
consumption for heating or cooling. In particular, this makes energy
use complementary with expansion of dwellings. While there is the
possibility to substitute other inputs for energy within dwellings
through investment, for example, in more efficient heating, ventilation,
and air-conditioning (HVAC) systems or more efficient building design,
general scaling up of the dwelling sector (with increases of population
and income) requires proportionally more energy, other things equal.

Based on engineering data (see Section 3 for details), we consider
“backstop technologies”—new or alternative technology options not
presented explicitly in GTAP 8—as shown in Table 3. This follows an ap-
proach in modeling technical change where “blueprints” of potential
technologies are specified. In EPPA, these potential technologies are
generally higher cost given base year prices of inputs than the conven-
tional technology but as input prices change theymay become less cost-
ly. Because of this, most backstop technologies have not run at
commercial scales or have not operated at all so far, but they may be-
come economic in the future pending changes such as higher fossil
fuel prices or policy interventions. The MCP formulation presented in
Section 2 allows no output from a backstop technology if it is not eco-
nomic to operate. Some backstop technologies in Table 3 have been
run at nontrivial scales since 2007 (mostly due to incentives or support
provided by the government, or limited unique resource availabilities),
including wind power, solar power, first generation biofuels, and bio-
electricity. We calibrate the model so for historical years (2007 and
2010), the output levels of these technologies match those of the
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World Energy Outlook from the International Energy Agency (IEA,
2012).

2.4. Modeling penetrations of backstop technologies

Backstop technologies produce goods that are perfect substitutes for
current goods. The perfect substitute assumption can mean very rapid
scale up of the new technology from no use of it to supply most or all
of the market for its good. We employ an adjustment cost approach
that captures the combination of extra costs involved if there is demand
for a technology to rapidly scale up, aswell as resource rents that would
accrue to owners of factor inputs unique to the technology and in initial-
ly limited supply. This can be patent/licensing of new technology or
limits on trained engineers and others who can effectively build the
plants. This is accomplished by including a “technology-specific factor”
input that is required to operate the backstop technology. The resource
rent of the technology-specific factor goes to the representative house-
hold, which is the owner of that factor.

The challenge of parameterizing the supply of a technology-specific
factor for backstop technologies is that by definition these are technol-
ogies that have not yet entered the market. Recent work by Morris
et al. (2014) provides a theoretical framework to improve the represen-
tation of backstop penetration. The formulation creates both rents and
adjustment costs in the short term. Adjustment costs are increases in
the real cost of the technology that may come about from building
plants quickly such that there is waste or unnecessary construction
that might be avoided with a more deliberate pace of development.
Rents have no direct cost to the economy but may occur when there is
a scarce factor—such as knowledgeable engineers to oversee construc-
tion or a deliberate attempt to restrict supply through licensing, patents,
or other means of exploiting intellectual property rights. They have in-
direct cost to the economy because they indicate that supply is restrict-
ed, but the rents themselves are simply transfers.

Morris et al. (2014) argue that these adjustment costs and rents are a
short-term phenomena that should eventually disappear, which they
achieve by relating the amount of the technology-specific factor to the
expansion of the sector. The study parameterizes the technology-
specific factor supply by the analogue of nuclear power expansion in
the U.S. from its introduction in the late 1960s to the mid-80s.

More specifically, Morris et al. argues that during that period when
nuclear power was expanding, it was regarded as the next-generation

Fig. 1. Dynamics for capital stock evolution.

Table 1
Regions.

Region EPPA6 EPPA5

United States USA USA
Canada CAN CAN
Mexico MEX MEX
Japan JPN JPN
Australia, New Zealand & Oceania ANZ ANZ
European Union+2 EUR EUR
Eastern Europe and Central Asia ROE ROE
Russia RUS RUS
East Asia ASI ASI
South Korea KOR ASI
Indonesia IDZ ASI
China CHN CHN
India IND IND
Brazil BRA BRA
Africa AFR AFR
Middle East MES MES
Latin America LAM LAM
Rest of Asia REA REA
2 The European Union (EU-27) plus Croatia, Norway, Switzerland, Iceland and

Liechtenstein.

Table 2
Sectors.

Sector EPPA6 EPPA5

Agriculture — crops CROP CROP
Agriculture — livestock LIVE LIVE
Agriculture — forestry FORS FORS
Food products FOOD FOOD
Coal COAL COAL
Crude oil OIL OIL
Refined oil ROIL ROIL
Gas GAS GAS
Electricity ELEC ELEC
Energy-intensive industries EINT EINT
Other industries OTHR OTHR
Ownership of dwellings DWE OTHR
Services SERV SERV
Transport TRAN TRAN
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technology poised to take over most of the base load generation; there-
fore, the experience of nuclear power expansionmay provide a good ap-
proximation for representing the expansions of other new technologies.
To model the penetration of backstop technologies, we incorporate the
settings and empirical findings of Morris et al. (2014) into our model:

bbresbt;tþ1 ¼ α ( boutbt;t− 1−δð Þ5 ( boutbt;t−1

h i

þ β ( bout2bt;t− 1−δð Þ5 ( bout2bt;t−1

h i
þ bbresbt;t ( 1−δð Þ5

ð12Þ

In Eq. (12), bbresbt,r,t is the supply of technology-specific factor for
technology bt in period t, and boutbt,t is the output of bt in period t.
The estimates from Morris et al. are α = 0.9625 and β =
1.3129 • 10−7. Morris et al. also specifies a value of 0.3 for the bench-
mark substitution elasticity between the technology-specific factor
and other inputs, demonstrating that this combination of parameters
approximately replicates the penetration of nuclear power during its
rapid expansion period. Note that this expression includes depreciation
of the technology-specific factor, which assures that should the technol-
ogy disappear for some period of time, it would require another period
of time to rebuild the capacity to expand the technology.

3. Data

3.1. Economics

The main economic database used in the model is GTAP 8, with the
base year of 2007. GTAP 8 classifies the global economy into 129 re-
gions, 57 sectors (commodities) and 5 types of production factors
(GTAP, 2013). For each sector in each region, the database provides in-
formation such as bilateral trade and the input–output structure—key
inputs for a global CGE model. We aggregates the GTAP 8 data into 18
regions (see Table 1), 14 sectors (see Table 2), and 4 factors (labor, cap-
ital, land, and natural resources). The mapping details for regions, sec-
tors, and production factors from GTAP 8 are provided in the
Supplemental Materials.

The other key data are values of the elasticities of substitution. We
draw the elasticities of substitution from previous versions of the
model, which were based on literature review (Table 4). Sensitivity
analyses using various elasticity values have been conducted extensive-
ly using earlier versions of EPPA (Cossa, 2004; Webster et al., 2002). In
Section 4, we revisit sensitivities of policy costs to key elasticities.

For a dynamic CGE applied to long-term projections, the inter-
temporal calibration of regional BAU GDP growth is crucial. For this
work, our first step is to incorporate near-term GDP growth projections
in the World Economic Outlook (IMF, 2013) which run through 2018.
For later years, the projections of Paltsev et al. (2005) offer starting
points, adjusted to reflect long term regional GDP from recent studies,
including the World Bank (2013), United Nations (2013), Gordon

(2012), and Empresa de Pesquisa Energética (EPE) (2007). For instance,
we raise Africa's BAU GDP growth projection beyond 2020 to account
for increased population growth projection published by theUnited Na-
tions. We incorporate the income elasticity estimates for the final con-
sumption levels of CROP, LIVE, and FOOD based on Reimer and Hertel
(2004), which used An Implicit Direct Additive Demand System
(AIDADS). Since the study of Reimer and Hertel was conducted before
the base year of our model, we adjust those elasticities to those given
in Table 5, which are functions of income and price levels, to account
for changes in economic environment.

3.2. Backstop technologies

For each backstop technologywe use a “markup” factor to character-
ize the economics of that technology in the base year. Themarkup is de-
fined as the ratio of the backstop technology's production cost to that of
the technology that currently produces the same product. For instance,
if a backstop technology has amarkup value of 1.2, then in the base year
it is 20% more expensive to operate than the current technology.
Markups are derived from the engineering data for backstop technolo-
gies. For non-power sector backstop technologies (oil shale, synthetic
gas from coal, hydrogen, first generation biofuels, second generation
biofuels), the markups are derived from Gitiaux et al. (2012) and the
previous version of the model with adjustments for changes in price
levels for the 2007 benchmark data from the 2004 level.

Before discussing the markups for power sector backstop technolo-
gies, it is worth noting that power plants in duty have often been built
decades ago. Taking the power sector in the U.S. for instance, as
shown in Fig. 2, around three-quarters of the coal-fired capacity has
been in operation for at least 30 years (EIA, 2011). In a standard use of
data in the I/O and SAM tables it is typically assumed that, absent
other information, the base year economy is in equilibrium, which

Table 3
Backstop technologies.

Backstop technology EPPA6

First generation biofuels bio-fg
Second generation biofuels bio-oil
Oil shale synf-oil
Synthetic gas from coal synf-gas
Hydrogen h2
Advanced nuclear adv-nucl
IGCC w/ CCS igcap
NGCC ngcc
NGCC w/ CCS ngcap
Wind wind
Bio-electricity bioelec
Wind power combined with bio-electricity windbio
Wind power combined with gas-fired power windgas
Solar generation solar

Table 4
Substitution elasticities.

Type of substitution elasticity Notation Value

Production elasticities
Between energy and non-energy (labor-capital bundle)
inputs

e_kl 0.6–1.0

Between labor and capital l_k 1.0
Between electricity and fossil energy bundle for the
aggregated energy

noe_el 0.5

Between fossil energy inputs for the fossil energy bundle esube 1.0
Between conventional fossil generations enesta 1.5
Between natural resource and other inputs esup 0.3–0.5

Consumption elasticities
Between non-energy and energy-dwelling bundle delas 0.25
Between non-energy goods d_elas 0.25–0.69
Between energy and dwelling dw 0.3
Between energy goods en 1.5

Trade elasticities
Between domestic and imported goods sdm 1.0–3.0
Between imported goods smm 0.5–5.0

Source: Cossa (2004).

Table 5
Income elasticity for agricultural and food products.

CROP LIVE FOOD CROP LIVE FOOD

USA 0.08 0.65 0.67 CHN 0.65 1.01 0.88
CAN 0.13 0.61 0.62 IND 0.58 1.11 0.88
MEX 0.50 0.71 0.70 BRA 0.58 0.78 0.75
JPN 0.18 0.60 0.61 AFR 0.63 1.05 0.89
ANZ 0.22 0.59 0.60 MES 0.63 0.83 0.80
EUR 0.16 0.60 0.61 LAM 0.63 0.82 0.79
ROE 0.63 0.82 0.79 REA 0.54 1.16 0.87
RUS 0.56 0.76 0.74 KOR 0.30 0.61 0.61
ASI 0.64 0.86 0.81 IDZ 0.67 1.00 0.88

Source: Reimer and Hertel (2004); with adjustments for changes in prices and income
levels.
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implies that the cost structure in a sector reflects a marginal cost of
adding new capacity. Because of increasing environment requirements
and other factors it is unlikely that new coal capacity can be added at
the cost of fossil generation as reflected in the base year data. Maintain-
ing the assumption that it could be expanded at this cost would lead to
an over-expansion of power generation and favor coal and fossil gener-
ation over other advanced technologies where we have used current
engineering cost data.

To correct this potential bias in the power sector, we add a new coal
generation technology, more expensive than the existing technology,
and do not allow expansion of fossil generation at the costs reflected
in the SAM. The old capacity remains until it depreciates away. To rep-
resent the levelized cost of electricity generation for an existing “aver-
age” coal-fired power plant, we use the overnight capital cost data
from Bechtel Power Corporation (1981). All costs represented in the
base year situation (levelized capital cost, operating and maintenance
(O&M) cost, and fuel costs) are adjusted to the 2007 price levels, and
we use a seven-year average of fuel costs based on EIA (2013a) to
avoid the short-term fluctuation of energy prices. In Table 6, the engi-
neering data for backstop technologies are based on EIA (2010). As
the second column of Table 6 shows, in terms of the levelized cost, a
new coal-fired unit is around 8% more expensive to operate compared

to the existing unit. Markups for different power sector backstop tech-
nologies are also presented in that table. For each technology, themark-
up and cost structure are used to calibrate the cost function, and
through the zero-profit condition presented in Section 2, the output
can also be determined.

3.3. Energy use and emissions

While GTAP 8 has included energy use data from IEA (Narayanan
et al., 2012), we incorporate IEA's recent updates by recalibrating the
historical energy use in the model based on the World Energy Outlook
(IEA, 2012). We also use IEA's data of combusted CO2 emissions associ-
ated with energy consumption. For CO2 emissions related to cement
production, which accounts for around 4.5% of global non-land-use-
related CO2 emissions, we draw the data from Boden et al. (2010). At
this point, CO2 emissions related to land-use change are exogenously
specified based on the RCP8.5 (Riahi et al., 2007). An important near-
term direction for expanding EPPA6 is to incorporate land use change
and emissions coefficients associated with change such that land use
emissions are endogenous as in previous EPPA versions, which then re-
flect land use change as affected by demand for crop, pasture and forest
land as simulated in the model (e.g. see Gurgel et al., 2007).

EPPA6 also includes non-CO2 GHG emissions and urban pollutant
emissions. The non-CO2 GHGs included in the model are: methane
(CH4), perfluorocarbon (PFC), sulfur hexafluoride (SF6), and hydrofluo-
rocarbon (HFC); the urban pollutants considered are carbon monoxide
(CO), volatile organic compound (VOC), nitric oxide and nitrogen diox-
ide (NOx), sulfur dioxide (SO2), black carbon (BC), organic carbon (OC),
and ammonia (NH3). Most of the base year non-CO2 GHGs and urban
pollutants are drawn from the Emissions Database for Global Atmo-
spheric Research (EDGAR) Version 4.2 (European Commission, 2013).
Two exceptions are BC and OC, which are based on Bond (2000).

For later years, energy use levels are determined endogenously by
factors such as the patterns of economic growth, technological change
(both energy productivity growth and price-driven), and relevant ener-
gy or emissions policies.We include a 1% per year growth in energy pro-
ductivity for all sectors except for the power sector. We assume a 0.3%
per year of energy productivity growth for power sector as previous
EPPA, which leads to an efficiency of conversion from fuels to electricity

Source: EIA (2011)

Fig. 2. Power sector capacity additions in the U.S.

Table 6
Markups for power sector backstop technologies.

Pulverized
coal
(built in 1980)

Pulverized
coal
(new)

NGCC NGCC
with
CCS

IGCC
with
CCS

Advanced
nuclear
(EIA numbers)

Wind Biomass Solar
thermal

Solar
PV

Wind
plus
biomass
backup

Wind
plus
NGCC
backup

“Overnight” capital cost $/KW 1775 2196 956 1909 3731 3774 1942 3803 5070 6097 5745 2899
Total capital requirement $/KW 2059 2548 1033 2138 4477 5284 2098 4411 5476 6584 6205 3131
Capital recovery charge rate % 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6% 10.6%
Fixed O&M $/KW 27.81 27.81 11.82 20.11 46.58 90.93 30.61 65.03 57.30 11.79 95.64 42.42
Variable O&M $/KWh 0.005 0.005 0.002 0.003 0.004 0.001 0.000 0.007 0.000 0.000 0.007 0.002
Project life years 20 20 20 20 20 20 20 20 20 20 20 20
Capacity factor % 85% 85% 85% 80% 80% 85% 35% 80% 35% 26% 42% 42%
Capacity factor wind % 35% 35%
Capacity factor biomass/NGCC % 7% 7%
Operating hours 7446 7446 7446 7008 7008 7446 3066 7008 3066 2278 3679 3679
Capital recovery required $/KWh 0.0292 0.0362 0.0147 0.0322 0.0675 0.0750 0.0723 0.0665 0.1887 0.3055 0.1782 0.0899
Fixed O&M recovery required $/KWh 0.0037 0.0037 0.0016 0.0029 0.0066 0.0122 0.0100 0.0093 0.0187 0.0052 0.0260 0.0115
Heat rate BTU/KWh 8740 8740 6333 7493 8307 10488 0 7765 0 0 7765 6333
Fuel cost $/MMBTU 3.15 3.15 8.18 8.18 3.15 0.50 0.00 2.61 0.00 0.00 2.61 8.18
Fraction biomass/NGCC % 8.8% 8.2%
Fuel cost $/KWh 0.03 0.03 0.05 0.06 0.03 0.01 0.00 0.02 0.00 0.00 0.00 0.00
Levelized cost of electricity $/KWh 0.07 0.07 0.07 0.10 0.11 0.09 0.08 0.10 0.21 0.31 0.21 0.11
Transmission and distribution
$/KWh

0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 0.03

Cost of electricity $/KWh 0.09 0.09 0.09 0.12 0.13 0.11 0.10 0.12 0.23 0.33 0.24 0.14
Markup/new pulverized coal 0.92 1.00 0.98 1.34 1.43 1.23 1.11 1.33 2.47 3.59 2.64 1.50
Markup/coal built in 1980 1.00 1.08 1.06 1.44 1.55 1.33 1.20 1.44 2.67 3.89 2.85 1.62

Sources: EIA (2010) and Bechtel Power Corporation (1981); with adjustments for changes in prices.
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that approaches 0.5 by the end of the century in the BAU scenario. Ener-
gy productivity improvement is not applied to the refinery sectorwhere
crude oil is an input converted to refined product. In our setting, once
capital is vintaged it is not subject to further energy productivity
growth.

4. Model evaluation and simulation

A challenge for complex models such as ours is evaluation of their
performance.While individual parameters of themodel can be estimat-
ed statistically or informed by econometric studies, the data needed to
estimate the entire set of model parameters as a full system rarely ex-
ists. And, even where it is possible to estimate parameters of the
model from data, often there are multiple candidate structural formula-
tions of the model that may fit historical data well, yet the implications
for projections can be quite different. For example, Webster et al.
(2008a) show that because of collinearity in GDP growth and time, a
model that includes either a strong autonomous trend in energy effi-
ciency improvement (due implicitly to ongoing technical change) or
one that formulates an income elasticity of demand for energy can ex-
plain equally well the historical data for 1975 to 2000 for the US, yet
these different approaches can lead to very different projections of ener-
gy use and GHG emissions for different future growth rates of GDP. In a
similar vein, Lanz et al. (2014) can predict well historical land use
change and population with quite different parameter values that gen-
erate similar business-as-usual forecasts but behave differently in re-
sponse to an exogenous forcing.

We take several approaches to evaluate the performance. In
Section 4.1, we simulate themodel for an historical period and compare
energy and agriculture projections to actual data to evaluate perfor-
mance. In Section 4.2 and 4.3 we compare forecasts in a BAU scenario
the current and previous versions of the model for overall economic
growth and agricultural output. Of course, that does not tell us which
representation is better, or if the results are not different, that either ver-
sion is particularly reliable, but it does provide some insight intowheth-
er the changes between the versions greatly affect the results. In the
case of agriculture, we believe the performance of the current version,
given closer approximation of flexibly estimated demand parameters,
should be an improvement over the previous version, and so the ques-
tion is how different are new projections. We then simulate the model
under a GHG policy constraint in Section 4.4, and then finally in
Section 4.5 conduct sensitivity analysis on key parameters that affect
policy costs and outcomes to gauge some sense of the range of
outcomes.

4.1. Historical simulation

An interesting exercise for dynamic CGE modeling is to run the
model starting from an earlier time point, and see to what extent the
simulation results match historical numbers. To do this, we recalibrate
the model for the base year of 2000. The model was not developed
with the intention that it would endogenously produce a baseline GDP
growth, but rather given a GDP scenario wewould like it to reliably pro-
ject energy and agriculture production. Hence, we benchmark the his-
torical GDP growth for each region to IMF (2015) data through to
2010. This allows us to simulate ten historical years and compare the
projections beyond the base year to actual data for energy production
from IEA (2014), and for agriculture production and consumption
from the GTAP data. Since we simulate the model in five-year time
steps, the simulation will include three time periods: 2000, 2005, and
2010. The regional GDP growth figures are shown in Table 7.

Table 8 compares the simulated results with the data. For exposition
purposes, the 18 regions are aggregated into three: developed, other
G20, and the rest ofworld. The table note defines these regions. Detailed
regional results are provided in the Supplemental Materials. We find
that, in general, projections for developed region perform relatively

well (within + 10.0 % and − 3.6 % depending on the fuel). Simulated
and actual fuel use for other G20 and rest of world tend to diverge
more. For instance, the projection for coal consumption of other G20 re-
gion in 2010 is 30.7 % lower than the actual number.

The main reason for this deviation comes from the fact that China's
actual coal consumption in 2010 (67.99 EJ) is around 60% higher than
the projected value (42.34 EJ). The very rapid growth of coal use in
China over that decade was generally a surprise to everyone, and ap-
pears to be an anomaly because all future projections suggest coal use
growing slower and ultimately peaking. This period may reflect a
heavy government focused effort on energy-intensive infrastructure,
not well captured in the general parameterization for China. Here, we
run the historical simulation without considering any policies during
that period, thus, for those regionswhere policiesmayhave had a signif-
icant impact on energy use the model simulation results would be ex-
pected to be at odds with the historical data that included the policy
influence. Finally, as the discussion with respect to the Webster et al.
(2008) results suggest there is an indeterminacy in whether reductions
in energy use per unit of GDP that are widely observed are a function of
income per capita, or simple time trends of efficiency improvement. In
parameterizing the energy efficiency trends, we observed that the rate
of improvement in the Energy/GDP ratiowas greater inmore developed
countries andmuch less or even no improvement in poorer regions. This
differential rate of improvement leads us to parameterizemore efficien-
cy improvement inwealthier regions and less in poorer regions, but im-
proving over the forecast period as we generally project higher per
capita income in the future. While there is not a formal functional rela-
tionship between income per capita and energy use, it is implicit in the

Table 7
Historical average GDP growth rates by region.

2000–2005 2005–2010 2000–2005 2005–2010

USA 2.53% 0.76% CHN 9.10% 10.54%
CAN 2.54% 1.27% IND 6.77% 8.31%
MEX 1.64% 1.93% BRA 2.86% 4.44%
JPN 1.20% 0.33% AFR 5.47% 5.79%
ANZ 3.42% 2.54% MES 4.65% 4.95%
EUR 1.82% 0.92% LAM 2.93% 4.92%
ROE 5.77% 3.76% REA 5.47% 5.16%
RUS 6.12% 3.55% KOR 4.73% 4.11%
ASI 4.49% 4.62% IDZ 4.73% 6.07%

Source: IMF (2015).

Table 8
Historical simulation for fossil energy consumption.

Unit: EJ 2000 2005 2010

History Model History Model History Model

Coal
Developed 44.49 44.49 44.71 44.62 40.35 44.38
Other G20 44.31 44.31 65.70 51.81 93.24 64.60
Rest of world 9.80 9.80 10.67 10.51 11.86 11.74
Global 98.60 98.60 121.08 106.95 145.45 120.73

Oil
Developed 78.96 78.96 82.42 82.83 77.05 82.91
Other G20 40.84 40.84 49.56 47.82 59.61 56.87
Rest of world 31.09 31.09 35.49 34.54 35.57 39.33
Global 150.89 150.89 167.47 165.19 172.22 179.11

Gas
Developed 46.94 46.94 47.25 48.30 50.52 48.71
Other G20 20.74 20.74 25.20 24.57 32.09 27.76
Rest of world 19.62 19.62 26.11 21.61 32.11 24.85
Global 87.29 87.29 98.56 94.48 114.71 101.32

Sources: IEA World Energy Outlook (2002; 2007; 2012); IEA World Energy Statistics and
Balances (2000; 2005; 2010); simulation results of this study. Using the EPPA region nota-
tion (see Table 1), developed region includes: USA, CAN, EUR, JPN, and ANZ; other G20 re-
gion includesMEX, RUS, ASI, CHN, IND, BRA, KOR, and IDZ; and rest ofworld includes ROE,
AFR, MES, LAM, and REA.
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parameterization of the model and the development of the BAU. Thus,
going back to year 2000, when countries GDP per capita was lower,
would, if we followed this strategy completely, lead us to slow the effi-
ciency improvement for that decade. Of course, these results suggest
that a structural formulation that included an income elasticity for ener-
gy that varied by per capita incomemight provide a better hindcast, and
especially for cases with varying GDP growth rates, a better forecast.

The comparison between the simulated final consumptions of food
and agricultural products and their historical counterparts is presented
in Table 9. Since the GTAP database does not cover the year 2000, we
impute data for that year based on Narayanan et al. (2012) and the
World Bank (2015b), and the 2004 and 2007 data are from the dual da-
tabases of GTAP 8. It is worth noting that unlike energy consumption
data that are recorded in a physical unit, the GTAP data of different
years are measured in current U.S. dollars of respective years. For coun-
tries other than the U.S., to eliminate changes in consumption levels
(measured in dollars) due to changes in nominal exchange rates, we ad-
just the GTAP data of various years based on theWorld Bank's exchange
rates database (World Bank, 2015a). Thus, the historical data in terms of
2000 U.S. dollars are net of changes in nominal exchange rates over
time. A caveat for longitudinal comparison between different GTAP da-
tabases is that: even with the exchange rates adjustment, the compari-
son is still subject to potential bias caused by database rebalancing for
each period (GTAP, 2013).

For simplicity, Table 9 considers those regionswith a single currency
presented in each region. Since the historical simulation is also run at a
five-year time step starting from 2000, to facilitate the comparison be-
tween historical and simulated numbers, we present simulated results
for 2004 and 2007 based on the model outputs for 2000 and 2005,
and 2005 and 2010, respectively, interpolating a constant annual
growth rate between each forecast year. The comparison between his-
torical and simulated numbers reveals, probably not surprisingly, that
projection error increases with time. In general, simulated results for
developed regions tend to be closer to their historical counterparts,
with the exception for the final consumption of livestock products,
where the 2007 GTAP's data for developed regions are much lower
than the 2004 numbers. For instance, in 2004, the average deviations
of the model projections from the GTAP numbers for crop, livestock,
and food consumption are− 4.0 %, 0.7 %, and− 0.3 % for developed re-
gions, while for developing regions the average deviations are − 6.2 %,
1.8 %, and − 1.7 %. However, in 2007, for developed regions the

deviations become − 1.9 %, 57.8 %, − 1.8 %, and for developing regions
they are− 18.7 %,− 8.3 %, − 14.5 %.

Themost important lesson learned here was the difficulty of getting
a consistent time series comparable to the projection of the model.
GTAP recalibration to balance global data and the need to make ex-
change rate correction and interpolate between forecast years to
match years for whichwe have historical data meanswe are not direct-
ly comparing a model forecast to actual data. For example, economic
growth was not even across the five-year model intervals, and so it is
unfortunate that the comparison year is 2007, where error from assum-
ing a constant growth rate between periods may be greatest.

4.2. Benchmarking of economic growth

While GDP is endogenously determined as a function of investment,
savings, productivity, and resource constraints, we do not see themodel
as a tool to project the fundamentals of economic growth. Instead we
survey other GDP forecasts and use the Hick's neutral productivity fac-
tor as an instrument to match a BAU scenario of GDP growth. Once we
have the BAU scenario then endogenous nature of GDP determination
allows us to investigate how policies that constrain options, or resource
limits or environmental feedbacks might affect that BAU growth. For
GDP growth from the base year to present and into the near-term, we
benchmark growth to regional GDP growth projections in the IMF's
World EconomicOutlook. Themost recent data and projections are gen-
erally higher than the EPPA5 numbers before 2020, and therefore, the
global GDP growth projections for the next decade are somewhat faster
than previous projections, as shown in Fig. 3a. For years around themid-
dle of the century, projections for the global GDP growth rates are lower
than those of EPPA5 due to slower GDP growth projections for devel-
oped regions, including USA and EUR, and for the last half of the 21st

century, the global GDP growth rates eventually approximate EPPA5's
levels because of the higher growth in AFR. Under the new projection,
the global GDP level for 2020 is 3.8% higher than that of EPPA5, and
the levels for 2050 and 2100 are 1.2% and 5.9% lower than those of
EPPA5, respectively, as shown in Fig. 3b. These small differences in the
overall level of GDP, especially in the distant future, mean that the
decades-long global growth rates are little changed, but with more dif-
ferences for individual regions (See Section 3.1 and SupplementalMate-
rials for details).

Table 9
Historical simulation for the final consumption of food and agricultural products.

BRA CAN CHN EUR IDZ IND JPN KOR MEX RUS USA

History
2000 crop 8.20 3.23 30.03 61.83 7.29 31.46 22.29 8.72 8.30 8.23 32.64

live 3.77 1.19 35.14 16.80 5.20 26.67 6.83 1.89 5.00 8.56 13.98
food 56.22 28.35 82.50 492.77 22.79 53.79 228.06 27.53 77.06 30.25 342.32

2004 crop 9.15 3.54 42.97 66.66 8.69 39.94 23.35 10.57 8.74 10.41 35.79
live 4.21 1.31 50.28 18.11 6.20 33.86 7.16 2.29 5.26 10.83 15.33
food 62.77 31.15 118.07 531.27 27.16 68.29 238.92 33.38 81.13 38.27 375.40

2007 crop 11.78 3.05 59.50 64.89 13.29 56.30 21.30 10.49 9.11 18.22 41.96
live 5.40 0.83 69.05 14.58 9.51 46.93 4.87 2.15 5.57 20.12 7.94
food 80.34 34.66 163.73 571.98 42.34 93.53 223.57 41.12 97.98 67.88 412.91

Model
2000 crop 8.20 3.23 30.03 61.83 7.29 31.46 22.29 8.72 8.30 8.23 32.64

live 3.77 1.19 35.14 16.80 5.20 26.67 6.83 1.89 5.00 8.56 13.98
food 56.22 28.35 82.50 492.77 22.79 53.79 228.06 27.53 77.06 30.25 342.32

2004 crop 8.90 3.29 39.89 63.38 8.34 37.37 22.70 9.26 8.83 9.79 34.75
live 4.20 1.30 51.16 18.26 6.35 35.09 7.23 2.12 5.39 10.66 15.41
food 62.16 30.74 115.99 530.27 27.20 66.98 238.73 30.87 81.39 37.28 373.72

2007 crop 9.82 3.40 50.76 65.08 9.52 44.38 22.63 9.76 9.94 11.05 37.60
live 4.70 1.37 68.75 19.25 7.46 44.05 7.40 2.30 6.17 12.12 16.51
food 69.06 32.17 152.07 553.47 31.61 81.19 242.00 33.39 92.09 42.22 392.74

Sources: Historical data of 2004 and 2007 are fromNarayanan et al. (2012); the 2000 data are imputed based onNarayanan et al. and theWorld Bank (2015b). Simulation results for 2004
and 2007 are imputed based on the model outputs of 2000 and 2005, and 2005 and 2010, respectively, assuming a constant annual growth rate for each variable.
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Note that the BAU GDP growth is calibrated in a scenario where ex-
pansion of coal-fired power generation is restricted in the USA and EUR
and as a result, coal-fired power outputs will not exceed their 2010
levels, which was not the case in previous versions of the model. The
treatment for coal-fired power is now in line with the BAU projections
of IEA (2012) and EIA (2013b), and we believe it better represents the
reality of new environmental regulations in these regions.

4.3. Final consumption for food and agricultural products

In the case of food consumption and agricultural production, we be-
lieve the current structure is a significant improvement over the previ-
ous formulation because we can better approximate econometric
estimates of income elasticities for these goods. Consumption of food,
the implications for agricultural production, is important for us, as the
need to expand agricultural production may induce land-use changes
and result in GHG implications. In the base version of our new formula-
tion we incorporate the income elasticity estimates for the final con-
sumption of CROP, LIVE, and FOOD from Reimer and Hertel (2004) as
previously discussed and shown in Table 5, with the estimates adjusted
to reflect the economic environment of our base year.We contrast these
results a simulationwith a pure CES resultwhere the income elasticity is
1.0, and with a separate set of income elasticity estimates produced by
the USDA (2013) based on the International Comparison Program
(ICP) data across 144 countries (see Table 10).

It is worth noting that, as illustrated in Section 2, since the labor en-
dowment (and population) of the representative consumer increases
over time, the representative consumer of the model is indeed an

aggregated consumer, whichmeans that, on top of the income elasticity
estimates for an individual ηi presented in Eq. (5), income elasticities for
the model's representative consumer, denoted by ηi, should take into
account the population growth. Taking total derivatives on aggregate
consumption and budget to decompose changes and rearranging
terms, we have:

η0i ¼
ηi
dw
w

þ dpop
pop

dw
w

þ dpop
pop

ð15Þ

In Eq. (15),w is the budget (see Section 2) and pop is the population
index of each region with the base year level normalized to unity (the
regional index is dropped for succinctness).

Fig. 4 illustrates the BAU projections for final consumption per capita
as GDP per capita grows over time, starting from 2010 up to 2050. The
results show that, with income elasticity adjustments, global food and
crop consumption projections are lowered compared to those with a
pure CES setting, which most likely overestimates the consumption
levels as it fails to take into account the empirical evidence that income
elasticities for food consumption are generally less than one. Using
Reimer and Hertel's estimates, global food consumption in 2050 is
15.9% lower compared to the case with a pure CES setting. The projec-
tion is 23.6% lower if the USDA data were used, as shown in Fig. 4a.
Note that except for crop consumption, USDA elasticities lead to gener-
ally lower consumption of agriculture and food than projections using
Reimer and Hertel's results, because the elasticities are lower. For global
crop consumption (Fig. 4b) the Reimer and Hertel and USDA produce
similar results, which are around 30% lower than the pure CES projec-
tion in 2050. This comes about because both studies have quite similar
estimates for the income elasticities of crop consumption. Lastly, as
Fig. 4c shows, the projections for global livestock consumption based
on Reimer and Hertel's estimates are very close to those with a pure
CES setting, as Reimer and Hertel's income elasticity estimates for live-
stock products are generally higher (see Table 5 in Section 3). Using
USDA's income elasticity estimates again produce lower projections
(26.1% lower in 2050 compared to the other two cases). As previously
mentioned, Reimer and Hertel derived their numbers based on a partic-
ular functional form, the AIDADS demand system. USDA used a two-
stage demand system.

Projections at the regional levels are presented for USA and CHN, as
shown in Fig. 4d through Fig. 4i. In short, comparisons reveal that 1) in-
come elasticity adjustments tend to lower projections for food, crop,
and livestock consumption levels; 2) the USA has lower growth rates
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Table 10
Income elasticity for agricultural and food products from USDA.

CROP LIVE FOOD CROP LIVE FOOD

USA 0.210 0.260 0.346 CHN 0.617 0.654 0.775
CAN 0.315 0.369 0.477 IND 0.621 0.660 0.782
MEX 0.440 0.506 0.646 BRA 0.517 0.571 0.704
JPN 0.324 0.380 0.492 AFR 0.561 0.622 0.752
ANZ 0.380 0.452 0.588 MES 0.456 0.534 0.666
EUR 0.283 0.385 0.503 LAM 0.501 0.562 0.699
ROE 0.488 0.563 0.697 REA 0.601 0.644 0.772
RUS 0.443 0.532 0.672 KOR 0.428 0.479 0.600
ASI 0.461 0.514 0.641 IDZ 0.572 0.621 0.757

Source: USDA (2013).
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for the consumption levels of these products compared to those of CHN,
since the USA has lower income elasticity estimates; and 3) except for
crop consumption in the USA, projections based on USDA estimates
are lower as the underlying elasticity numbers of USDA are lower.

4.4. Response to a greenhouse gas mitigation policy

As discussed earlier, different parameter sets can equally fit the his-
torical data, and even generate a similar BAU forecast but can then be-
have differently in response to a policy shock. Unfortunately, there is
no good historical evidence on how the economywould respond to sig-
nificant GHGmitigation policy as we have not observed one. Moreover,
mitigation is likely to involve the need for widespread adoption of new
technologies that have not been widely used before. To assess the
model's policy response, we consider a sample greenhouse gas mitiga-
tion policy through the 2050 horizon, that continued would keep the

world within a two-degreewarming target. The IPCC has set forth a car-
bon budget that approximates, on a century time scale, allowable cumu-
lative emissions that, atmedian climate response, is associatedwith 2 °C

(a) World: FOOD (b) World: CROP (c) World: LIVE

(d) USA: FOOD (e) USA: CROP (f) USA: LIVE

(g) CHN: FOOD (h) CHN: CROP

0

(i) CHN: LIVE

Fig. 4. Final consumption projections for food, crop, and livestock products.
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warming (IPCC, 2014b). A path through 2100 consistent with that bud-
get is shown in Fig. 5.

We implement this path through 2050 in our model. To do so, we
impose identical percentage reduction caps (from 2015 emissions
levels) in each region. The sample policy starts from 2020, cutting CO2

emissions to 50% of 2015 level by 2050. Other non-CO2 GHGs are
taxed at the same GWP-equivalent (IPCC, 2014a), endogenously deter-
mined, regional carbon prices resulting from these caps. The sample
policy imposed here is not meant to reflect political feasibility, and as
formulated is not necessarily a least-cost policy as the GHG prices vary
among regions and are not necessarily inter-temporally optimized. It
simply allows us to examine the model performance under an ambi-
tious GHG target that is the stated goal of international negotiations.

The implications of the policy for the world economy are a reduc-
tion in global GDP by 2050 of about $14.5 billion (from about $177.8
to $163.1 billion—or about 8.3%) (Fig. 6). The cost over the consid-
ered time horizon is a reduction of 3.0% in net present value terms
compared to BAU, assuming a 5% discount rate. This is purely the
mitigation costs, and does not include estimates of benefits of
avoided climate damage or possibly ancillary benefits of avoided
air pollution or other costs non-market costs associated with fossil
fuel use. For a discussion of efforts to quantify benefits in the EPPA-
IGSM framework see Reilly et al., 2013.

Since energy use patterns are closely related to emissions, we pres-
ent model outputs for total primary energy demand levels in Fig. 7a
(for the BAU case) and Fig. 7b (for the policy case). For the BAU simula-
tion, compared to the 2010 level, the global GDP level is tripled (from
around $57.6 trillion to $177.8 trillion in 2007 US dollars) by 2050.
The global primary energy demand increases at a much slower pace
by 80.1% (from 497.7 EJ in 2010 to 896.1 EJ in 2050) due to energy effi-
ciency improvements and changes in industrial structure. Nevertheless,
the projection shows that the global economy during the same period
will continue to rely heavily on fossil fuels with an increasing share of
gas (23.6% to 25.4%), while the shares of coal (28.7% to 28.3%) and oil
(33.8% to 34.2%) remain almost unchanged. Under this scenario, the
roles of hydro, biofuels, other renewables (wind and solar), and nuclear
power do not change much over time.

With the sample policy, results shown in Fig. 7b suggest that a cut in
fossil fuels consumption is needed to achieve the policy goal (from
428.3 EJ in 2010 to 317.7 EJ in 2050). Under this scenario, as expected,
the roles of hydro, biofuels, and other renewables becomemore impor-
tant, with the sum of shares rising from about 8.7% in 2010 to 24.0% in
2050. Additionally, the share of nuclear power also increases, from
around 5.2% in 2010 to 9.0% in 2050.

Fig. 8 presents the energy-related CO2 emissions. In the BAU sce-
nario, compared to the 2010 levels, the emissions increase by 82.7%
by 2050, which are directly related to the consumption of fossil
fuels that increases by 84.0% during the same period. The slightly
slower growth path of the emissions is a result of the slight increase
in the share of gas, as discussed previously. With the sample policy,

the emission level will be cut by almost 70% relative to the reference
level in 2050.

4.5. Sensitivity analyses

Long-term projections for future emissions and CO2 prices are close-
ly related to energy use levels, which are in turn determined by many
other parameters with values that are subject to uncertainty. A classic
approach to assess the uncertainty in model results is to test their sen-
sitivity to key parameters. For instance, Paltsev et al. (2005) and
Webster et al. (2003) point out that economic growth is one of the
most important drivers for energy use and emissions. Webster et al.
(2008b) conducted an extensive sensitivity and uncertainty analysis
with a previous version of EPPA. While an extensive uncertainty analy-
sis is beyond the scope of this paper,workswithprevious versions of the
model have identified key variables affect different projected variables.
We thus present a sensitivity analysis focusing on those parameters that
have proven to be important determinants of energy use and policy
costs in previous work. These include: 1) BAU GDP growth; 2) energy
productivity growth; 3) elasticities of substitution between energy
and non-energy inputs; 4) the fraction of malleable capital that be-
comes non-malleable at the end of each period; and 5) constrained nu-
clear power expansion. The nuclear sensitivity involves a potentially key
technology for GHGmitigation. While many developing countries such
as China and India appear willing to expand nuclear power (World
Nuclear Association, 2015), for others, the accident historywith nuclear,
particularly after the Fukushima accident in Japan has led to moves to
stop further development or phase out existing capacity. We compare
the structure of generation mix and GDP impact with and without the
constraint on nuclear expansion under the sample two-degree policy
scenario.

For the first three parameters presented in the analysis below, we
consider a 20% range of deviation from the base values. In Fig. 9, we
use “base” to denote the adoption of parameter values with the original
EPPA6 numbers, “high” and “low” refers to resultswhere the considered
parameter value is 20% higher or lower than the base level. As Fig. 9
shows, the projected BAU global CO2 emissions in 2050 are most sensi-
tive to GDP growth assumptions.

For instance, holding the other two parameter values at their base
levels, if we normalize the global emissions to one, the range of emis-
sions due to different GDP growth levels is between 0.90 and 1.09, and
ranges of emissions due to various energy productivity growth levels
and elasticity assumptions are in the 0.97–1.03 and 0.98–1.02 ranges,
respectively. Emissions are less sensitive to the assumption for energy
productivity growth due to the “rebound effect” of efficiency improve-
ment. More specifically, the non-price driven efficiency improvement
lowers demand for energy and thus the energy price, but the cheaper
price encourages energy use and so the overall energy saving and re-
duced emissions are not as high as one might expect. Applying the
same rationale in the reverse direction explains the result for a decrease
in energy productivity growth. On the other hand, the substitution elas-
ticity between the energy and non-energy input can capture the price
driven efficiency improvement. For instance, to produce the same out-
put, with a higher elasticity level, it will be easier to use more capital,
labor, and other intermediate inputs to replace the energy input when
the relative price of energy increases. We find that, at the global level,
emissions are least sensitive to changes in substitution elasticities. The
caution here is that the importance of the substitution elasticity also in-
teracts with the projected price path of energy. If the relative prices of
energy were projected to be stable over time, then the elasticity
would have little or no effect. Another caveat is that the 20% deviations
are arbitrary. If, for example, we were far more certain about energy
productivity growth or GDP growth than about elasticities, then the un-
certainty in elasticities could cause larger variation in outcomes even
though the sensitivity to a fixed range is less. Nevertheless, these sensi-
tivity analyses are informative to study the model response.
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Fig. 10 presents BAUCO2 emissions and CO2 prices under the sample
policy for selected regions. We find that up to 2050, deviations of emis-
sions projections from the base case (the original setting of EPPA6) are
mostly less than 10% under the considered sensitivity analysis. The only
exception is the case of CHN under the highest GDP growth assump-
tions, which result in slightly higher deviations from the base case (in
the range of 0.90–1.10 if we normalize the base case emissions level in
2050 to one). Not surprisingly the range outcomes grow further in the
future projection. As is the case for the world as whole, different energy
productivity growth and elasticity levels have smaller effects on BAU
emissions. Also, compared to the cases of other regions, changes in
China's BAU GDP growth have higher impacts on its emissions since
the base case GDP growth levels of CHN are the highest among all of
the modeled regions.

Fig. 10 also presents the projected CO2 prices for selected regions
under the sample policy. The higher CO2 prices of EUR reflect the fact
that EUR is less coal-intensive and thus less carbon-intensive from the
beginning, and therefore has fewer options to decarbonize. In the US
and China a simple shift to natural gas can achieve significant reductions
in emissions from electricity generation. If we use the emissions to GDP
ratio as the proxy for the average carbon intensity level of economic ac-
tivities, the base year number of EUR is 0.21 kg/US$, which is much
lower than those for USA (0.41 kg/US$) and CHN (1.69 kg/US$). Similar-
ly, we also observe that CHN, which is themost carbon intensive among
the three regions from the beginning, has the lowest projected CO2

prices over time.
The projected CO2 prices may also change due to uncertainties in

those considered parameters. As expected, for each region, different
GDP growth assumptions contribute to a higher variation in CO2 prices,
as uncertainty in economic growth accounts for more variations in
emissions. Uncertainties in energy productivity growth and substitution
elasticities also affect CO2 price projections. Higher energy productivity
growth levels reduce fossil fuels consumption and emissions, and there-
fore lower CO2 prices. On the other hand, higher elasticity levels makes
it easier to switch from burning fossil fuels (which incurs carbon penal-
ties) to using other non-energy inputs, and lower elasticity levels make
the switch for avoiding the carbon penalty trickier. The finding suggests
that in addition to uncertainty in future economic growth, careful re-
search to characterize energy productivity growth and the ability of

energy and non-energy substitution is crucial in reducing the uncertain-
ty in CO2 price projections.

We continue to explore how sensitive the fossil CO2 emissions are
due to different values of θ, the fraction of malleable capital that be-
comes non-malleable at the end of each period. Similar to Paltsev
et al. (2005), the default setting θ = 0.7 for power sector and θ = 0.3
for all other sectors. In Fig. 11, we multiply a positive coefficient on
each sector's θ, and demonstrate that the higher the θ, the higher the
emissions. This is because for each sector, if more malleable capital be-
comes non-malleable in each period, the overall energy efficiency of
that sector would decrease, as there is no energy productivity growth
for production activities using non-malleable capital (see Section 3).
The higher energy consumption level due to lower efficiency explains
higher emissions levels. The result in Fig. 11 shows that as each sector's
θ changes, while fossil CO2 emissions would change in the expected di-
rection, the overall deviation in cumulative emissions levels for 2010 to
2050 will stay within 1.0% with up to 40% deviation in the default θ
values.

Fig. 12 compares the power sector generationmix at the global level
under three scenarios: reference, sample policy, and sample policy with
a nuclear expansion constraint. In the first two scenarios, there is no
policy-driven constraint on nuclear expansion, which is the default set-
ting. In the constrained nuclear scenario, nuclear output for each region
is capped at the 2020 level. Fig. 12a shows that in the reference scenario,
there is no drastic change in the generation mix through 2050. The out-
put of nuclear power increases from around 2900 TWh/year (current
level) to over 4300 TWh/year in 2050 but nuclear share actually falls
slightly from 13.3% to 10.1% during the same period. Fossil generation
options continue to operate without carbon capture and storage (CCS)
as there is no carbon policy in the reference scenario.

With the same assumption for nuclear power as Figs. 10a, 12b pre-
sents the generationmix under the sample policy. It shows that the out-
put of nuclear power would increase to around 5032 TWh/year in 2050
and at that level accounts for about 20% of global generation. With the
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sample policy, CCS is introduced to fossil generation as well. Fig. 12c
considers the case where the sample policy is imposed, but the nuclear
expansion is not allowed. The comparison between Fig. 12b and c shows
that with the constraint on nuclear expansion, the share of each non-
nuclear option increases. Fig. 13 reveals that under the sample policy,
while the GDP impact with the nuclear constraint will be somewhat
higher than that without the constraint, the additional GDP reduction
due to the nuclear constraint is relatively small.

These various sensitivity results illustrate some key determinants of
policy cost and technology outcome that depend on key parameters of
themodel such as substitution elasticities and themalleability of capital
which are known with uncertainty, the basic GDP forecast, and ele-
ments of the policy and technology environment such as whether nu-
clear power will be allowed to expand unfettered or will face
restrictions.

5. Conclusions

Large scale CGE models have been used extensively for energy and
environmental policy analyses. In addition, they are often crucial com-
ponents of various integrated assessment frameworks, which are used
for studying interdisciplinary questions within broader contexts. How-
ever, a growing concern is whether these models produce reliable pro-
jections. This study aims to tackle that question in several ways: First,
we provide details on the data, structure, and features in the most re-
cent version of the EPPA model. We then run several tests of the
model comparing its projections against history, benchmarking it
against other projections, comparing it to previous forecasts and differ-
ent estimates of key elasticities, and conducting a sensitivity analysis of
results to parameters to which these are known to be sensitive. We be-
lieve these tests at least help to understand the basic responsiveness of
themodel and that comparable efforts for othermodels will be valuable
as well.
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Any long-term projection from an energy-economic model will in-
evitably involve distinct aspects of uncertainty, including factors such
as (but not limited to) economic growth, energy productivity improve-
ment, and substitution elasticity between energy and non-energy in-
puts. As a result, in this study, we demonstrate how changes in the
values of these parameters may affect CO2 emissions levels and prices.
We also demonstrate how sensitive CO2 emissions are due to changes
in θ, the portion of malleable capital that becomes non-malleable at
the end of each period, and study the consequence of imposing a nucle-
ar expansion constraint along with a sample policy toward a two-
degree warming target. In addition, we explore the implications of
adopting non-homothetic preferences on the projections for food and
agricultural products' consumption, which are also crucial as numerous
studies have found the evidence against the assumption of an income
elasticity of one for the consumption of these products.

With development and documentation of this core version of the
model, further advancement of the model can proceed to expand the
range of scenarios the model can reasonably address and the issues it
can explore. These include 1) a comprehensive representation for land-
use change: following the framework developed by Gurgel et al.
(2007), economic incentives for land-use conversions as well as CO2

emissions from the land-use changes will be considered; 2) more de-
tailed representation of biofuels and biomass energy, including first gener-
ation biofuels: as presented by Gitiaux et al. (2012) andWinchester and
Reilly (2015), different biofuels production activities will be identified,

each with its own land-use and carbon footprint implications and the
possibility to use biomass energy more broadly in the economy with
carbon capture and storage options; 3) refined oil sectors details: as in
Ramberg (2015) and Choumert et al. (2006), the single refined oil prod-
uct of GTAP 8 can be disaggregated into different petroleum products
with various uses and emissions factors to better evaluate diesel, gaso-
line, and other refinedproduct demands; and 4) addhousehold transpor-
tation details: based on Karplus et al. (2013b), household owned–
supplied transportation (service from private automobiles) will be dis-
aggregated by age and powertrains to improve policy analyses such as
fuel efficiency requirements on automobiles.

A significant challenge for models of this type is the interest in very
low carbon emissions scenarios. Since the world has relied heavily on
fossil energy for more than 150 years, we have very little evidence of
how a modern economy, that will likely be many times larger than to-
days, can operate while emitting a very small fraction of the carbon
emissions we emit today. There are small economies with abundant
geothermal or hydro power that appear to operate with low carbon
emissions, but even in these cases it is possible these economies are
still importing carbon intensive products from abroad. On the other
hand, for a CGE model such as EPPA, where production functions have
the property that all inputs are necessary inputs, it is important to care-
fully develop alternative technologies that ultimately can completely
eliminate fossil fuel inputs. In developing EPPAwehave focused on elec-
tricity production, transportation, and non-CO2 greenhouse gases, but
as those sectors are cleaned up to get to very low economy-wide emis-
sions, further focus on other sectors of the economy is needed. This re-
quires projection well outside the experience of modern economies.
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