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Characterization of Wind Power Resource in the United States and its Intermittency

Gunturu Udaya Bhaskar*† and C. Adam Schlosser*

Abstract

Wind resource in the continental and offshore United States has been reconstructed and characterized using
metrics that describe, apart from abundance, its availability, persistence and intermittency. The Modern Era
Retrospective-Analysis for Research and Applications (MERRA) boundary layer flux data has been used to
construct wind profile at 50 m, 80 m, 100 m and 120 m turbine hub heights. The wind power density estimates
at 50 m are qualitatively similar to those in the U.S. wind atlas developed by the National Renewable Energy
Laboratory (NREL), but quantitatively a class less in some regions, but are within the limits of uncertainty.
The wind speeds at 80 m were quantitatively and qualitatively close to the NREL wind map. The possible
reasons for overestimation by NREL have been discussed. For long tailed distributions like those of the wind
power density, the mean is an overestimation and the median is suggested for summary representation of
the wind resource. The impact of raising the wind turbine hub height on metrics of abundance, persistence,
variability and intermittency is analyzed. There is a general increase in availability and abundance of wind
resource but there is an increase in intermittency in terms of level crossing rate in low resource regions.
The key aspect of geographical diversification of wind farms to mitigate intermittency - that the wind power
generators are statistically independent - is also tested. This condition is found in low resource regions like
the east and west coasts. However, in the central U.S. region which has rich resource the condition fails as
widespread coherent intermittence in wind power density is found. Thus, large regions are synchronized in
having wind power or lack thereof. Thus, geographical diversification in this region needs to be planned
strategically. The annual distribution of hourly wind power density shows considerable variability and
suggests wind floods and droughts that roughly correspond with La-Nina and El-Nino years, respectively.
The collective behavior of wind farms in seven Independent System Operator (ISO) areas has also been
studied. The generation duration curves for each ISO show that there is no aggregated power for some
fraction of the time. Aggregation of wind turbines mitigates intermittency to some extent, but each ISO has
considerable fraction of time with less than 5% capacity. The hourly wind power time series show benefit
of aggregation but the high and low wind events are lumped in time, thus corroborating the result that the
intermittency is synchronized. The time series show that there are instances when there is no wind power
in most ISOs because of large-scale high pressure systems. An analytical consideration of the collective
behavior of aggregated wind turbines shows that the benefit of aggregation saturates beyond ten units. Also,
the benefit of aggregation falls rapidly with temporal correlation between the generating units.

* The Joint Program on the Science and Policy of Global Change, Massachusetts Institute of Technology, Cambridge,
MA USA.

† Corresponding author (Email: bhaskar@mit.edu)
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1. INTRODUCTION

1.1 Characterization of Wind Resource

The U.S. national wind energy resource estimates were developed by the National Renewable
Energy Laboratory (NREL) (Elliott et al., 1987, 1991) and the wind resource was remapped at a
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higher resolution for the midwestern U.S. (Schwartz and Elliot, 2001). Several data sources were
used to collect the wind data. Most importantly, National Climate Data Center (NCDC) archives
constituted the major proportion of the data. The atlas preferred to use wind power density and not
wind speed as a measure of the resource because the former combines the effect of changes in air
density. The air density was estimated using measured temperature and station pressure and the
equation of state. When temperature and pressure were not available, air density at the surface was
assumed to be 1.225 kg/m3 and extrapolated to the height of the wind speed record. The wind speed
at the surface or 10 m was adjusted to 50 m using an exponential law with an exponent of 1/7.
Because the seasonal and geographical variation of density is not taken into consideration, the wind
resource has been overestimated in the wind atlas. Further, the wind atlas depicts the mean wind
power density. Below, we discuss some of the key caveats when using such distributions to estimate
wind power resources.

1.1.1 Implications of Weibull Distribution

Several researchers used the two-parameter Weibull distribution to fit wind speed frequency
distributions (Elliott et al., 1987; Schwartz and Elliot, 2001; Dorvlo, 2002; Lun and Lam, 2000;
Pavia and O’Brien, 1986; Chang et al., 2003; Ucar and Balo, 2009; Pryor and Barthelmie, 2010;
Zaharim et al., 2009; Eskin et al., 2008). Some of the merits cited are the flexibility and ease of use
as only two parameters need to be determined to fit the distribution. Tuller and Brett (1984)
describe the conditions under which wind speeds approximately follow Weibull distribution. He
et al. (2010) pointed out that buoyancy fluxes force the distribution away from Weibull behavior.
They reported that the daytime winds are near-Weibull but the nighttime winds showed greater
positive skewness than the Weibull distribution. Thus the use of Weibull distribution overestimates
the frequencies of the higher wind speeds. As argued by Morrissey et al. (2010), the first step in
computing a WPD distribution is to study the WPD distribution rather than the wind speed
distribution. Jaramillo and Borja (2004) found that the two-parameter Weibull distribution can not
be generalized since it is not accurate in the case of some wind regimes. Morrissey et al. (2010)
give an example of wind speed distribution for Boise city, Oklahoma and point out that the
two-parameter Weibull distribution does not fit the wind speed distribution well. When the Weibull
distribution is used for that wind speed data, the frequencies of lower speeds are underestimated
and those of the higher speeds are overestimated which results in an overestimation of the resource.

1.1.2 Shape Factor

The shape factor of the Weibull distribution has a great impact on the fit of wind speeds because
as shape factor increases, the tail of the Weibull distribution decreases. Thus, the extreme wind
speeds decrease and the distribution transforms towards a normal one. Usually, the measured wind
speeds are fit to the Weibull distribution and the mean wind power density is computed using the
Weibull distribution. This is done because the wind speed record is usually small. In doing so, the
wind power density is not estimated accurately because the Weibull is only an approximate fit for
the wind speeds and also because the wind power density involves cube of the wind speed, any
error in wind speed gets amplified in wind power density. Also, sometimes, as in the U.S. wind
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energy atlas (Elliott et al., 1987), a constant shape factor of 2 is assumed for using the Weibull
distribution. The implication is that if the actual shape factor is less than 2, the frequencies of very
high wind speeds are lowered and the mean wind power density is underestimated. Similarly, if the
actual shape factor is greater than 2, the frequencies of very high wind speeds are increased and the
mean wind power density is overestimated.

The skewness of a Weibull distribution is only a function of its shape parameter c. Hennessey
(1977) studied the statistical behavior of wind speeds and wind power density and inferred that the
locations that have the highest mean wind speeds have the lowest shape parameters for the wind
distributions and hence greatest skewness. Thus, using a constant shape parameter of c = 2

increases the wind power density in the distribution. Because of the cubic relationship between the
wind power density and the wind speed, small changes in wind speed can mean large increases in
the wind power density.

1.1.3 Length of the Record

To compute the wind resource in a geographical region, most researchers used measurements
using dedicated meteorological towers, airport measurements or the observational data from the
NCDC (Elliott et al., 1987; Archer and Jacobson, 2003, 2007; Brower, 2008). Since the data size in
most of these records is small, the data is fit to the Weibull distribution. Also, such small records
fail to capture the longer term variations in wind speeds. For example, Atkinson et al. (2006) has
studied the correlation between the North Atlantic Oscillation (NAO) and wind speeds in Europe
and found that there is a wind flood during the early 1990s followed by a return to the long term
average after 1995. Thus, if the measurements taken during this high wind period are used to
construct the wind resource maps, the wind resource is overestimated.

1.1.4 Wind Droughts

Boccard (2009) pointed out that the average wind capacity factors in several countries in Europe
have been estimated to be in the range 30-35% while the realized values are very low, averaging at
21%. For the U.S., they report 25.7% for the whole U.S. and 22.45% for California while that
claimed by AWEA (2005) is 35%. He argues that one of the reason for the overestimation of wind
energy potential is the short record of observations used to estimate. He reasons that atmospheric
oscillations like NAO need to be taken into account (Atkinson et al., 2006).

1.1.5 Characterizations or Variables Used to Describe the Wind Resource

In many of the studies preceding this, a mean value was used as a measure of the central
tendency of the WPD. A cursory plot of the histogram of WPD at a site or for a region shows that it
is a highly skewed and long-tailed distribution. Thus, the mean may not faithfully represent the
distribution’s central tendency of the WPD accurately. Thus, estimates of backup or power
produced tend not to be estimated accurately. Further, Hennessey (1977) showed that wind power
studies based only on the total mean wind power density do not give an accurate picture of the wind
power potential of a site and omit valuable information in terms of intermittency and variability.

Many researchers used data from meteorological towers or observations from airports. Most of
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these observations that are at different heights and different schemes have been used to extrapolate
the wind speeds to the wind turbine hub heights. Kiss and Jánosi (2008) used the ECMWF’s
ERA-40 reanalysis eastward and northward winds at 10 m to study wind field statistics over Europe.
Larsen and Mann (2009) also used reanalysis data from NCEP/NCAR to estimate the geostrophic
wind and extrapolated the geostrophic wind to 10 m height. Elliott et al. (1987) used a power law
with the exponent 1/7 as mentioned above. Archer and Jacobson (2007) used the upper air
measurements from balloons and rawinsondes at the nearest meteorological stations to extrapolate
the wind speeds at 10 m to the hub height at 50 m or 80 m. Similarly, many researchers used a
power or logarithmic law assuming roughness length and friction velocity in the boundary layer
that did not vary with seasons, terrain and stability of the atmosphere.

To overcome these shortcomings, we chose to use the Modern Era Retrospective-Analysis for
Research and Applications (MERRA) reanalysis data (Rienecker et al., 2011) that has a resolution
of 1/2°× 2/3° and a long record of hourly data for 31 years to reconstruct the wind field at 50 m,
80 m, 100 m and 120 m. The details of the methodology adapted for this reconstruction of the wind
power density field across the U.S. are described in the section Methodology on page 7. Instead of
using the wind speeds, we computed the wind speed at different heights using boundary layer flux
data and boundary layer similarity theory.

While trying to look at the wind resource as a system, we tried to characterize the reliability
using some metrics from reliability theory. Most of the wind atlases of many countries describe the
wind resource in terms of only the mean wind power density and only some atlases show maps of
the variability in terms of the standard deviation. In this attempt, we studied the statistics of the
episode lengths of the wind power density runs using a reasonable threshold of
200 W/m2(Gustavson, 1979). Although these statistics have not been looked at earlier, these
metrics that describe the persistence of wind power density are important considerations
considering the enormous impact variability of wind power has on the power grid, electricity prices
and the resource itself. Further, the level crossing statistics of the wind power density are presented,
as these raise important considerations in the maintenance of backup for the times of lulls.

1.2 Intermittency

One of the most important discussions in renewable energy studies - mostly wind and solar
energies - is the variation of the energy resource in time and space and the consequent effects on
energy economics, technical feasibility and reliability. Most of the studies used standard deviation
to measure the variation (Holttinen, 2005a,b; Holttinen et al., 2008; Estanqueiro, 2008). Holttinen
et al. (2008) studied the use of standard deviation as a measure of variability of wind power output.
Largely, the standard deviation of wind resource has been used to estimate the required reserves of
the power system. Thus, ±4σ as the range of variability covers most of the variation, where σ is
the standard deviation. Thus, 6σ has been used to estimate the regulation reserves and 2− 3σ for
load following reserves (Holttinen et al., 2008). Estanqueiro (2008) used standard deviation to
study the reduction of variability of wind power when several wind farms are aggregated.
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Cox (2009) found that the wind power between 2000-2007 in the United Kingdom was below
5% of its maximum capacity for 209 single hours and one long period of almost three days. And for
the Irish market, the wind generation was that low for 542 single hours. The British and Irish
markets had frequency distributions of low wind distributions up to several hours. He found that the
intermittent nature of wind power makes the power prices very volatile. When the wind generation
is high, the market prices are slightly depressed, but there are sharp jumps when the high or low
wind persists. In some cases, when the wind is very high, the prices are negative too. This was
recently the case in the U.S. where the Bonneville Power Authority (BPA) gave hydro-power free to
wind farms to sell in the market when wind power was curtailed. Intermittent and variable nature of
wind power connected to a grid affects the power quality. Power quality is usually expressed in
terms of the physical characteristics and electrical properties. The usual characteristics used to
describe power quality are: voltage, frequency and interruptions (Ackermann, 2005). Lund (2005)
reiterates the fact that wind intermittency limits its applicability as a power source and affects the
temporal stability of the frequency and voltage of power generation, thus altering the quality of
power. Integration of large amounts of intermittent wind power results in reduced conventional
generation like thermal and hydro-power plants as their efficiency decreases when operated below
their optimum. On a longer time scale, the variability of wind power affects the adequacy of power
capacity. Ackermann (2005) infers that the essential reliability of the system is usually ‘in the order
of a larger blackout in 10-15 years’. On the other hand, the time scale of intermittency of wind
power can range from micro and millisecond to minutes and also to hours, days and longer
durations. The consequences of the intermittency depend on the duration. At smaller scales, the
intermittency appears as a spike and impacts the voltage and frequency stability of the grid. At
longer scales, the capacity adequacy, resource stability and the price of the power are affected.

1.2.1 Mitigating Intermittency

While intermittency is one of the key limitations to large-scale installation of wind power,
several solutions have been suggested to overcome this impediment and achieve a larger penetration
of wind power. Archer and Jacobson (2007) report that interconnecting the wind turbines reduces
the intermittency such that wind can provide base-load supply of electric power. Some other
solutions suggested are: using complimentary non-variable energy sources like hydro-power, using
smart demand-response management, storage mechanisms, installation of excess wind farms to
minimize non-availability of wind power and forecasting the weather better for better planning for
power traffic. Of these, aggregation of wind turbines located in geographically diverse locations has
been studied extensively and is being looked upon as the most suitable solution to mitigate
intermittency and variability in wind power output. Several studies have studied the viability of this
option (Sinden, 2007; Archer and Jacobson, 2007; Degeilh and Singh, 2011; Katzenstein et al.,
2010; Kempton et al., 2010). A recent study by Katzenstein et al. (2010) showed that a substantial
reduction in the small scale variability of wind power can be achieved by interconnecting wind
plants. The most important assumption in choosing this mitigation option is that the wind power
from the different aggregated farms is anti-correlated. Many researchers studied the presence of
such anti-correlation (Apt, 2007; Archer and Jacobson, 2007; Kempton et al., 2010; Katzenstein
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et al., 2010; Degeilh and Singh, 2011). Another important inherent assumption in integrating wind
farms is that of availability of wind power.

In light of this, the present study looks at the character of intermittency in wind resource and the
implications thereof. Most importantly, the presence of anti-correlation in the wind resource among
different regions of the U.S. will be considered. Given all these considerations, we assess wind
power density over the contiguous U.S. using the multi-decade MERRA data set. Our analysis will
first consider how to faithfully characterize the central tendency of wind power density, and how
our quantifications compare with previous estimates. Further, we define metrics to evaluate
intermittency and variability of wind power density. The data processing and metrics are considered
in the next section.

2. METHODOLOGY

The domain considered for the study spans the contiguous states of the U.S. bound between
20°N and 50°N latitudes and 130°W and 60°W longitudes. This domain also takes into account the
offshore regions on the east and west side of the U.S..

2.1 MERRA Data

The data needed for this study has been taken from the MERRA, which is a reconstruction of the
atmospheric state by assimilating observational data from different platforms into a global model
(Rienecker et al., 2011). The data assimilation included conventional data from many sources and
also data from several trains of satellites. MERRA was conducted at the NASA Center for Climate
Simulation as three separate analysis streams. The initial key goal of MERRA was to improve upon
the water cycle analysis in previous generation reanalyses like NCEP Reanalysis 1 and 2 and,
ERA-40. Overall, MERRA aims to provide a more accurate dataset using the comprehensive suite
of satellite based information for climate and atmospheric research. The present data set has been
constructed with GEOS-5 Atmospheric Data Assimilation System (version 5.2.0) (ADAS). The
system consists of the GEOS-5 model and the Grid-point Statistical Interpolation (GSI) analysis.
GSI is a system developed by GMAO and NOAA’s National Centers for Environmental Prediction
jointly. The data set has a spatial resolution of 1/2°× 2/3° and a time resolution of an hour. The data
spans the time from 0030 Hrs on 1st January, 1979 to 2330 Hrs on 31st December, 2009. Thus, the
dataset provides an opportunity to look at the variation of the winds over several scales up to the
decadal scale. The dataset is averaged in time. So, if there are any jumps in any of the quantities at
scales lower than 1 hour, they will be represented in the average.

Wind power density is used to describe wind resource as it is independent of the wind turbine
characteristics and also because it will ease comparison with other estimates like that by NREL. It
indicates how much wind energy can be harvested at a location by a wind turbine and has the units
W/m2. The wind power density at each time step is calculated using the expression:

P =
1

2
ρV 3 (1)

where P , ρ and V are the wind power density, density of the atmosphere and the wind speed at the
point. MERRA dataset has hourly density ρ and wind speed V values. The MERRA 2D surface
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turbulent flux diagnostics data set provides these values at a single level corresponding to the center
of the lowest model layer. The height of this center varies between 60 m and 66 m across the
domain considered.

2.1.1 Wind Resource at Different Heights

During the 1990s the general wind turbine height was 50 m. With the advancement of
technology, the hub height of the turbine could be raised to 80 m, 100 m and 120 m although
turbines of 80 m hub height are more common now. Thus, the estimation of wind resource and its
variability at these different heights is imperative to study the behavior of wind power over the U.S..

The similarity theory in boundary layer dynamics is used to estimate the wind speed at the
different heights.

The atmospheric boundary layer is controlled most importantly by (Stull, 1991)
• aerodynamic roughness length of the surface

• surface heat flux
Further, the stability of the atmosphere also plays a key role in the maintenance of winds in the
boundary layer. The shear-stress in the boundary layer is estimated by the friction velocity u∗.

Using these variables, the wind speed at a height z in the boundary layer is expressed as

Vz = (
u∗
k

)log

[
(z − d)

z0
− ψ

]
(2)

where d is the displacement height, z0 is the roughness length and k is the von Karman constant. z
is the height at which the wind speed is estimated.
ψ depends on the stability of the boundary layer. For this study, the boundary layer is assumed

to be neutrally stable. This assumption is reasonable because at the high wind speeds at which wind
power is generated, the boundary layer has large wind shear and so, the boundary layer is
approximately neutrally stable. Thus, equation 2 becomes:

Vz = (
u∗
k

)log

[
(z − d)

z0

]
. (3)

2.2 Resource Metrics

Taking the instantaneous values of u∗, d, z0, the wind speed at height z is determined. Using this
relationship, the wind speed at the heights 50 m, 80 m, 100 m and 120 m was computed. Thus, a
dataset of hourly wind speed from 0030 Hrs on January 1st, 1979 to 2330 Hrs on 31st December,
2009 has been constructed for each of the heights. It is assumed that the air density does not differ
appreciably at these heights through the well-mixed boundary layer. Thus, using the air density at
the center of the lowest model layer ρ and the wind speed computed using the logarithmic wind
profile above, the wind power density at these heights is estimated using:

Pz =
1

2
ρVz

3 (4)
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The U.S. wind atlas developed by NREL (Elliott et al., 1987, 1991) used a power law for wind
speed or wind power density of the form:(

V̄r
V̄a

)
=

(
zr
za

)α
or
(
P̄r
P̄a

)
=

(
zr
za

)Sα
(5)

where ¯Va,z and ¯Pa,z are the mean wind speed and wind power density at heights a and z (the
anemometer height and the reference level respectively) and α is the power law exponent. Based on
empirical fits of the anemometer measurements at some airport locations, the value of 1/7 was used
for the exponent α to adjust the mean wind speed to 50 m height. But Schwartz and Elliot (2005),
using anemometers mounted at higher hub heights, found that the shear exponent α is significantly
higher than 1/7 used in making the wind atlas.

As described above, our estimates take into account the effects of surface heat flux on the
friction velocity, the time variation in displacement height and roughness length. As such, our
estimates are more explicit and comprehensive in the analytic formalism. Conventionally, wind
power density is used as the physical quantity to describe the wind energy potential or the wind
resource at a place. The U.S. wind atlas (Elliott et al., 1987, 1991), for instance, maps the mean
wind power density over the contiguous states of the U.S. To describe the quality of wind resource,
it is proposed that more metrics of location and dispersion be taken into account. So, the median as
another measure of location has been computed.

2.2.1 Fluctuations

Most of the studies on the wind resource in the U.S. looked at the mean wind power density.
Since a key objective of this study is the investigation of the fluctuations in wind power density,
fluctuations of two kinds are distinguished. Figure 1 shows the wind power density for two
hundred consecutive hours at a grid point in the central U.S. This figure is used to define and
differentiate two kinds of fluctuations.

According to the classification of wind power density (WPD) into different classes (Table C1),
200 W/m2 is the upper bound for the class 1, defined as the poor class. That is, if a location has
WPD less than 200 W/m2, usable power cannot be produced. In the plot, the red line marks this
lower limit of 200 W/m2.

For the initial 22 hours, there is usable WPD (above 200 W/m2) at this location but the value
fluctuates from ∼200 W/m2 to ∼650 W/m2, then dips to ∼400 W/m2, rises to slightly above
700 W/m2 and falls to less than 100 W/m2. So, although during this time , the turbine can produce
useful power, the power produced fluctuates very much. For the sake of differentiation, this kind of
fluctuation, herein, is termed variability.

Since power density less than 200 W/m2 is equivalent to no power, during the 200 hours shown,
there is power initially for 22 hours, then there is no power for 10 hours, then there is power for ∼7
hours and then, there is no power for ∼110 hours and so on. This phenomenon of switching
between power and no-power states is, herein, termed intermittency.
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Figure 1. Illustrative wind power density profile showing the fluctuations in wind.

2.3 Intermittency Metrics

As mentioned, our analyses not only focus on characterizing the extent of wind power resource,
but also its intermittent and variable behavior. As such, the following metrics are considered to
investigate the intermittency of wind power density.

1. Statistics of wind power episode lengths.

2. Statistics of no-wind power episode lengths.

3. Availability/unavailability of power density.

4. Probability distribution of wind episode lengths.

5. Probability distributions of no-wind episode lengths.

These metrics measure the persistence of wind power, or lack thereof, and it is generally
acknowledged that persistence of wind power density is important for reliability of power
generation. Sigl et al. (1979) investigated the episode length distributions and developed a model
for the episode length distributions based on a simple composite distribution. They showed that the
shorter episode lengths obeyed a power law and the longer ones followed an exponential law.
Following Sigl et al. (1979), the episode lengths in this study are modeled according to a composite
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distribution which is a mixture of a power law and an exponential law. The probability density
function of this composite distribution is described by:

u(x) =

{
at−b if t0 ≤ t ≤ t1

Aλe−λt if t1 ≤ t ≤ ∞

where the first equation describes power law for episode lengths t less than the partition parameter
t1 and the second equation is the exponential law for longer durations than t1.

The episode lengths in hours are fitted to these distributions using the maximum likelihood
estimation method. The parameters a, b, A, λ are found for each location.

Run duration analysis is mostly used for estimating or predicting the performance of a future
wind energy installation at the location. For greater persistence of wind power, the probability of
the shorter runs should decrease and that of the longer ones should increase. In terms of the
equation above, the power law factor should decrease and the exponential factor should increase.

The scaling factor, a, is the scaling factor in the power law that is applicable for the short
duration run lengths. For the wind power to persist for longer durations, the probability of the short
runs should fall very fast. So, for the locations that have this scaling factor a low, the probability of
shorter runs is low. The exponent, b, is the exponent in the power law. So, if the b is larger, because
of the negativity in the exponent, the probability of the short runs is rendered small. Thus the
median run length is longer. Similar to a, if A is large, the probability of the longer runs increases.
So, A should be greater. For small values of λ, the probability curve described by exponential part
of the above equation has a shallower tail and hence the longer episodes have greater probability
compared to the cases when the λ is greater. As λ increases, the probability of the shorter run
lengths increases drastically.

3. RESULTS & DISCUSSION

3.1 Descriptive Statistics of Wind Power from MERRA Wind

3.1.1 Mean Wind Power Density

Figure 2 shows the mean wind power density at the center of the lowest model layer across the
U.S. The Midwest region has power density in the range of 300 W/m2 to 600 W/m2 whereas most
of the regions flanking the Midwest on the east and west sides have wind power density less than
200 W/m2 which is classified as poor. The offshore regions in the east and west have wind power
densities in excess of 800 W/m2. Texas, Oklahoma, Kansas, Nebraska, Indiana, Minnesota, North
Dakota and South Dakota – have wind power density classified at least as fair and some pockets
have ’good’ and ’excellent’ quality wind power densities corresponding to 400 W/m2 to 500 W/m2

and 500 W/m2 to 600 W/m2. The eastern half of Wyoming has the greatest onshore wind power
density of 500 W/m2 to 800 W/m2. The offshore regions on the east and west coasts which are
closer to the coastline have power densities of ∼700 W/m2 whereas the offshore region near
northern California falls into the ’outstanding’ class with ∼1000 W/m2.

Figure 3 shows the median wind power density at the center of the lowest model layer in W/m2

across the U.S. Comparing with the mean wind power density in Figure 2, the median values are
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Figure 2. Geographical variation of mean wind power density (W/m2) across the U.S.

0

100

200

300

400

500

600

700

800

900

1000

Figure 3. Geographical variation of median wind power density (W/m2) across the U.S.

almost half of the mean values. For any distribution, 50% of the values are below the median and
50% of the values are above the median. So, this figure implies that for at least 50% of the time, the
mean wind power density is less than half of the mean wind power density. Thus, we should regard
the mean wind power density as an overestimate to the true central tendency of this resource.
Figure B1 shows the histogram of the wind power density at an illustrative point from the domain.
Since the distribution is very skewed, the mean is not a robust measure of the center of this
distribution. Given this long-tailed distribution, the very extreme values cause the deviation of the
mean from the actual center of this distribution. We therefore view the median to be a more robust
indicator of central tendency and a more appropriate metric to represent wind power density.

3.1.2 Coefficient of Variation (CoV) of Wind Power

The variability of a quantity is best captured in terms of coefficient of variation because it is
desirable that the wind power is constant as much as possible. For two regions with the same mean
power density, the one with a lower standard deviation will have lower CoV and is preferable (i.e.
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Figure 4. Geographical variation of coefficient of variation (CoV) of wind power density across the U.S.

less variable power quality). Similarly, for two regions with the same standard deviation, the one
with greater mean power density is preferable and this has lower CoV. Given the impact of
variability in wind power on the electric grid and the economics of power generation and
distribution, it is desirable to lay wind farms in regions of low CoV of wind power. Figure 4 shows
the coefficient of variation of wind power density over the U.S. Central, south and northeast Texas
have the lowest coefficient of variation. This region also has class 4 and class 5 mean wind power
density. By this measure, this region would have the best onshore region for wind power generation.
Similarly, Oklahoma, southern Kansas, southern Wyoming have appreciable wind power with less
variability. Although southwest Montana and northeast Idaho has low coefficient of variation, the
region has class 1 wind power. The offshore region near California has low variability as measured
by the CoV whereas the offshore region north of California in the west and all the offshore region
in the east have very high variability.

3.1.3 Inter-Quartile Range

Inter-quartile range (IQR) is a robust measure of statistical dispersion. The IQR shows the
possible ’swings’ of the wind power density at a location. Thus it is a measure of the backup power
that needs to be maintained. The central U.S. region has an IQR of 300 W/m2 to 600 W/m2 whereas
for the rest of the continental U.S., the values are very low – below 200 W/m2. The non-central U.S.
has a median WPD of 100 W/m2 and also the 75th percentile is 200 W/m2 or less. Thus, this region
has very low IQR. The offshore regions along the east and west coast have IQR ∼700 W/m2 except
the offshore region near northern California which has an IQR of ∼1000 W/m2. It should be noted
that this region also has greater mean WPD of about ∼1000 W/m2. The far offshore Atlantic region
on the east also has very large IQR – ∼1000 W/m2.
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3.1.4 Availability of Power

In reliability theory, availability is a measure of the reliability of a system. Extending the
concept to wind power, the availability of wind power at a location has been estimated as:

Availability =
No. of hours with WPD ≥200 W/m2

Total number of hours
(6)

Figure 5 shows the unavailability, which is 1− availability, of wind power in the U.S. The central
U.S. has the lowest unavailability onshore whereas most of the offshore region has the lowest
unavailability of 40% or lower. The non-central U.S. region has the greatest unavailability of 70%
or more. This representation of wind resource is very important because it provides the temporal
distribution of the resource.
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Figure 5. Unavailability (dimensionless) of wind power density across the U.S.

3.1.5 Wind Episode Lengths

Episode lengths of wind power density above 200 W/m2 are an important facet in understanding
the persistence of the wind power density and the nature of intermittency.

Figure 6 shows the median wind power episode lengths across the U.S. The central U.S. region
has median episode lengths that range from 10 to 15 hours. Oklahoma, Kansas, eastern Nebraska,
Iowa and North Dakota have median episode lengths close to 15 hours whereas the offshore regions
on both sides of the U.S. have long median episodes of 20 hours or more. The non-central U.S.
states have very short median episodes of 10 hours or less.

Figure 7 shows the geographical variation of the mean wind episode lengths across the U.S.
Comparing the median and mean values of episode lengths, while the central U.S. has greater
median episode lengths than some regions in West Virginia, Virginia, Louisiana, Mississippi,
Alabama, Georgia, Tennessee, the latter regions have greater mean episode length. These states in
the east and southeast have mean episode lengths as large as 120 hours. The consistency between
mean and median values indicates that the wind episodes in the central U.S. region are evenly
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Figure 7. Geographical variation of the mean wind power episode length (h) across the U.S.

distributed whereas in the southeastern states, the wind power is very steady only for isolated
periods.

According to the reliability theory, the ’time to repair’ is an important metric of the reliability of
a system. In wind power, it corresponds to the no-wind episode length, that is, the time for which
the wind power is below the critical lower limit (200 W/m2) between two wind power episodes.
The geographical variation of no-wind episode lengths is consistent with the mean and median
episode length variation shown in Figures 7 and 6.

This knowledge of persistence of wind power density should prove valuable in planning and
developing a robust deployment strategy for harvesting wind power.

4. WIND POWER DENSITY AT DIFFERENT ALTITUDES

4.1 Comparison with NREL Map at 50 m

Comparison of the mean wind power density at 50 m height estimated in this study, Figure 8a,
and the estimate developed by NREL, Figure 8b, shows that the regions with considerable wind
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resource – most of the midwest region viz. eastern Montana, North Dakota, South Dakota, eastern
Wyoming, Nebraska, eastern Colorado, Kansas, Iowa, western Minnesota, the Gulf of Mexico coast
of Texas, the Great Lakes – are all common features in both the estimates. The remainder of the
U.S. contains widespread areas of wind power density that corresponds to the ’poor’ class (Class 1).
Thus the wind resource estimation using the MERRA dataset is qualitatively similar to the wind
resource at 50 m estimated by Elliott et al. (1987, 1991) for NREL.

Further, Elliott et al. (1987), based on the three criteria – abundance and quality of the
observational data used to estimate the wind speed, the complexity of the terrain and the
geographical variability of the resource – described the confidence in the wind resource estimate
using certainty rating from 1 to 4, 1 being highly uncertain and 4 being very uncertain. In regions
where the certainty rating is 1, the actual wind power density may vary by a few wind power
classes. When these certainty ratings are taken into consideration, the wind power density estimated
at 50 m is well within the bounds of uncertainty.

Justus et al. (1976) observed that across the U.S., the shape parameter for Weibull distribution of
wind speeds varies between 1.1 and 2.7 and the mean value is 2.0. As discussed above, a larger
shape parameter is used for larger wind speed regions. Note also that a unit of difference in wind
speed corresponds to greater change in wind power density for the larger wind speed region than
the lower wind speed regions. Thus, in addition to the uncertainty in the data, the Weibull-fitted
estimate may be prone to systematic overestimationsin regions of greater resource, for instance in
the Midwest.

4.2 Comparison of Wind Speed at 80 m with the NREL Map

Figure 9b shows the estimates of annual mean wind speed at 80 m height developed by AWS
Truepower NREL (2010). A mesoscale model, MASS, was run at a higher resolution with
boundary conditions from NCEP Reanalysis. The simulated winds were downscaled using a
statistical model to a resolution of 50 m× 50 m. The figure shows the mean wind speed from 4 m/s
to 10.5 m/s with 0.5 m/s interval. Figure 9a shows the mean wind speed at 80 m developed in this
study. The figure shows the wind speed from 4 m/s to 10 m/s.

Remarkably, the two figures match very well qualitatively and also are very close in their
geographical variation. For example, the central U.S. region consisting approximately of eastern
New Mexico, northern Texas, western Oklahoma, Kansas, Nebraska, South Dakota, North Dakota,
western Iowa, southwestern Minnesota, eastern Montana, eastern and southeastern Wyoming have
wind speeds between 7 m/s and 8.5 m/s. Wisconsin, eastern Minnesota, eastern Iowa, Illinois,
northern Indiana and Ohio, large parts of Texas and Missouri and Michigan have wind speeds
roughly between 5.5 m/s and 7.0 m/s.

The eastern region of Florida has a mean wind speed of 5 m/s, whereas a large tract of land
covering northern Florida, Georgia, South Carolina, North Carolina, Alabama, a large part of
Mississippi, Kentucky, Tennessee, Virginia, West Virginia, southern Ohio, southeastern New York,
New Jersey, Connecticut, non-coastal Massachusetts, New Hampshire, Vermont and western Maine
have wind speeds in the lower end of the spectrum below 5.5 m/s.
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Figure 8. Wind power density (W/m2) at 50 m hub height. Subfigure (a) shows the geographical variation of
the mean WPD at 50 m computed in this study and subfigure (b) shows that estimated by NREL.
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United States - Annual Average Wind Speed at 80 m
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¶

(b)

Figure 9. Wind speed (m/s) at 80 m hub height. Subfigure (a) shows the mean wind speed computed in this
study and subfigure (b) shows the mean wind speed estimated by NREL. The white-shaded regions have
annual mean wind speeds that are less than or equal to 4 m/s.
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On the west side, most of the regions have low wind speeds except the mountainous stretches.
Some small patches of regions in southern California, western Utah, central Arizona, southwest
New Mexico, southwest Wyoming, southeast Oregon, southwest Idaho, and southwest Washington
have considerable wind speeds between 6.0 m/s and 7.5 m/s.

Although the NREL estimate is at a higher resolution of 2.5 km compared to 1/2° in this estimate,
this estimate compares very well with the NREL estimate in almost all regions. There are some
small regions in the central U.S. where the NREL estimate shows wind speeds of 8.5 m/s and
greater which this estimate misses because of the lower resolution.

Archer and Jacobson (2003, 2007) used measurements from surface stations and soundings and
extrapolated winds at 10 m to 80 m assuming a power law profile. The measurement data was for
the year 2000. The wind speed estimates at 80 m in this study are largely similar to the estimates by
Archer and Jacobson (2003, 2007).

4.3 Wind Power Density at Different Hub Heights

With the confidence gained out of the close match of the two estimates as described above, we
now look at the effect of raising the altitude on the different metrics and quality of the wind
resource.
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Figure 10. Geographical variation of the mean wind power density at 80 m (W/m2).

To complete the picture of wind resource, in addition to the description of wind speeds, we
discuss wind power density variation across the U.S. Figure 10 shows the mean wind power
density for an 80 m hub height in the contiguous U.S. and over the off-shore regions on both sides
of the U.S.

The central U.S. consisting of the areas from north Texas in the south, Oklahoma, Kansas,
Nebraska, South Dakota to North Dakota and the regions around the Great Lakes – northeastern
Illinois, eastern Wisconsin, northern Indiana, southern Michigan, and northwest Ohio – are regions
of high resource, generally in the range of 300 W/m2 to 400 W/m2. The southwest region of
Wyoming has the greatest inland wind power density of 400 W/m2 to 500 W/m2.
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Even though the mountainous regions on the west coast have high wind speeds, as can be seen in
Figure 9a, those regions have low wind power density (Figure 10). Similarly, the wind speeds on
the Appalachians are high but the wind power density is low. This is a result of the lower density of
air on these high altitude regions. The air density and altitude of a location are related as:

ρ = 1.225− (1.19× 10−4 × z) (7)

This equation 7 shows that a difference in altitude of 2000 m makes a difference of about 20% in
the mean wind power density. Further, it also erroneously characterizes the mountainous regions as
high wind resource locations. Thus, wind speed is not a suitable measure for the wind resource. If
wind power density is used, it is more comprehensive as it covers the variation of air density.

Although the coastal states have very poor wind resource, the offshore regions abutting the coast
have high wind resource. Particularly, the coasts of Connecticut, Rhode Island, Massachusetts and
Maine have wind power density of 600 W/m2 to 700 W/m2. Similarly, the offshore region near the
coast of northern California also has very high resource in the range of 700 W/m2 to 800 W/m2.
The Gulf of Mexico region also has appreciable wind resource of 300 W/m2 to 400 W/m2 although
it is in general less than the offshore wind power density on the east and west coasts.
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Figure 11. Difference mean wind power density between 80 m and 50 m(W/m2).

Figure 11 shows the difference in mean wind power density between 80 m and 50 m. Clearly, in
general, there is an increase in the quantity as the height is raised. The increase is higher in the
central U.S. region and in the New England region, along the Appalachian mountain region, New
Jersey, New York and some regions of Pennsylvania.

Intuitively, the change is dependent on the wind resource at the lower level and the roughness
length. In regions where the resource is high at the lower level, even a small gradient in the vertical
profile would mean an appreciable increase at the upper level. Also, in regions which have high
surface roughness length, the wind profile has a sharper gradient and so, even a smaller wind speed
at the lower level may mean an appreciable increase in the wind speed at the upper level. Thus, the
greatest advantage of raising the altitude is in regions that have higher surface roughness length, for
instance due to vegetation, and also in regions that have higher resource at the lower level.
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Another important reason for the large increase in the central U.S. is the presence of a strong
nocturnal low level jet that has a maximum between 500 m and 800 m. This low level jet induces a
gradient in the vertical wind profile that is considerable and is maximum at 6:00 in the morning.
Schwartz and Elliot (2005) measured the wind speed using towers fitted with anemometers at
several sites in the central U.S. as a part of wind resource assessment at higher altitudes. They
reasoned that the nocturnal jet is an important cause of the increase in wind resource at night in
these regions.

As discussed above, the hub height of most wind turbines installed in the last decade is 80 m.
Therefore, in the subsequent sections, the wind resource, its variation and intermittent character is
discussed accordingly.

As discussed in page 20, there is a general increase in the resource as the altitude is increased.
As the hub height is increased, the mean wind power density increases fast initially and with further
rise in height, the increase in the mean resource is less. Although increase in the mean wind
resource decreases, there does not seem to be a saturation in the benefit even with reasonable
increase in hub heights beyond the present 100 m and 120 m.

It was argued that both mean and median should be used to describe the wind resource. Figure
12a shows the geographical distribution of median wind power density at 80 m. It shows that most
of the central U.S. has median wind power density ranging between 100 W/m2 and 200 W/m2. As
the height is increased from 80 m to 120 m, the median increases (Figures 12b and 12c) . That is,
frequencies of higher wind power densities than those of the median at 80 m increase. But similar
to the mean resource, the increase in median wind power density decreases with altitude.

Schwartz and Elliot (2005) found that the shear exponent for vertical adjustment of wind speed
is considerably greater than the conventionally used 1/7. Also, they reported that the windy sites, for
instance those in the central U.S., have lower αs than the less windy sites. Thus, the increase in the
mean and median wind power density in the central U.S., and the less windy sites like the New
England region, may be the same because of the higher shear exponent in the less windy regions.
Thus the altitude variation shown in Figures 12b and 12c are consistent with the recent
measurements and the patterns of vertical variation.

Because the mean wind resource increases with altitude, as seen in the previous subsection, it
implies that the frequency distribution of the wind power density shifts to the right. Also, the
frequency distribution is broadened. Thus, the inter-quartile range increases with height, but the
increase diminishes with height. Going from 80 m to 100 m, the inter-quartile range increases by
half a class in the central U.S., whereas in the offshore regions the increase is larger. Raising the
turbine hub height from 80 m to 120 m results in more than a class of increase in the wind resource
quality.

Coefficient of variation describes the variability of a quantity globally. Figure 13a shows the
variation of CoV across the U.S. Figures 13b and 13c are the differences in CoV at 100 m and
120 m from that at 80 m. It is interesting to note that while the CoV decreases over land, it increases
slightly over the oceans. This is because the wind resource increases in general and by a large
amount over the ocean. The CoV decreases with increasing mean for a steady standard deviation.
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Figure 12. Variation of median wind power density (W/m2) at different heights. Subfigure (a) shows the
median wind power at 80 m and subfigures (b) and (c) show the difference median wind power density at
100 m and 120 m from that at 80 m.
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Figure 13. Variation of the coefficient of variation of wind power density at different heights. Subfigure (a)
shows the CoV of wind power density at 80 m and subfigures (b) and (c) show the difference CoV of wind
power density at 100 m and 120 m from that at 80 m.
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Thus, this phenomenon means that the variance in the offshore regions increases much more than
the mean. An important implication of this phenomenon is that the back-up required to compensate
the variability in the wind power is greater.

Another interesting feature of the difference plots is that the CoV decreased in the northeastern
states of Maine, Vermont, New Hampshire, New York, New Jersey, Pennsylvania, West Virginia
and southern Ohio. Thus, the largest increase in persistence of wind power with altitude is in these
northeastern states. The distribution of the wind power episode lengths are important in estimating
and planning the back-up requirements. Thus, the knowledge of the changes in the statistical
behavior of episode lengths at different heights may help in planning the utilization of the wind
resource at a location or the enhancement of existing deployment facilities with higher turbines.

The geographical distribution of the mean wind episode length at 80 m shows great variation
between 20 h to 120 h. The central U.S. and the offshore regions have very low episode lengths
near 20 h whereas the other regions have episodes lasting longer. Central Virginia, northwest South
Carolina, Georgia, southeast Alabama, northwest Mississippi, northwest Washington, western
Oregon and northern Idaho have very long episode lengths near 120 h. The mean and median wind
power density in these regions are very low. Thus, it is possible that these regions have very highly
consistent wind resource due to cyclonic activity in the Pacific or in the Gulf of Mexico. The very
low episode lengths of the central U.S. and the offshore regions is due to the strong diurnal cycle
(24 h) in these regions. Thus, the episode length in these regions is very predictable compared to the
regions where the episode length is very high but unpredictable.

A very different picture is shown by the variation of median episode lengths at 80 m, shown in
Figure 15a. Not only are the median values very small (in the range 5 h to 20 h) compared to the
mean episode lengths (which are in the range 20 h to 120 h), the central U.S. and the offshore
regions have greater median values than the rest of the areas. But, the central U.S. and the offshore
regions have lower mean values than the rest of the regions. These large differences in mean and
median values of the distributions indicate that the frequency distributions of episode lengths in the
non-central inland areas are very skewed and consist of a few episodes that are very long.

Figures 14b and 14c show the geographical variation of the mean wind episodes at 100 m and
120 m compared to the mean wind episode lengths at 80 m. It is interesting to see that the mean
wind episode length decreases everywhere - both inland and offshore - and the change is greater in
low wind resource regions. Further, like in the case of the other measures, the change in mean wind
episode length also slowed down with height. But for feasible turbine heights, the rate of change is
steady.

Whereas the mean wind episode length changed by as much as 50 h between altitude levels, the
median of wind episode length is almost steady and changed only by 3 h. Also, the median wind
episode length changed in both direction - increase and decrease - although it increased or remained
constant and there is no geographical patterns in the change (Figures 15b and 15c).

Coefficient of variation of wind power episode length at 80 m is shown in Figure 16a. It is
interesting that some regions - northwest and south Montana, southeast Wyoming, central and
southwest Texas, southern tip of Texas - have very high variability in episode length. The offshore
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Figure 14. Variation of mean wind power density episode lengths (h) at different heights. Subfigure (a)
shows mean wind power episode length at 80 m and subfigures (b) and (c) show the difference wind
power density episode length at 100 m and 120 m from that at 80 m.
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Figure 15. Geographical variation of the median wind power episode length (h) at different heights. Subfigure
(a) shows median wind power episode length at (80 m) and subfigures (b) and (c) show the difference
wind power density episode length at 100 m and 120 m from that at 80 m.
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Figure 16. Variation of the coefficient of variation of wind power density episode lengths at different heights.
Subfigure (a) shows the CoV of episode lengths at 80 m and subfigures (b) and (c) show the difference
CoV of episode lengths at 100 m and 120 m from that at 80 m.
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regions - south of San Francisco and south of Florida - also have very high variability in episode
length. Some of the low resource regions on the leeward and windward sides of the Appalachian
mountains on the east coast, and the mountainous regions in the west coast have steady episode
lengths. The central U.S., western Oregon and the northeast states have moderately steady episode
lengths.

Figures 16b and 16c show the change in coefficient of variation in episode lengths as the hub
height is raised to 100 m and 120 m respectively. These figures show that as height is increased, in
most regions, the persistence of wind power episode length decreases. The increase is more
pronounced in western Washington, west Oregon, northwestern California, western Montana,
central Colorado, southern Texas, Arizona, north Mississippi, northern Alabama, northeast Georgia,
Tennessee and western Virginia.

5. INTERMITTENCY

In the literature and previous studies, the word intermittency has been used to denote the
variability of wind. In this study, we distinguish between two kinds of variations of wind. First, the
wind turbine produces usable power, but the generated power changes over time. In this instance,
the turbine produces always produces usable power. Second, the wind turbine either is still or the
power generated is below the minimum usable power. Gustavson (1979) demonstrated that a
minimum wind power density of 220 W/m2 is needed for minimum usable wind power generation.
To account for advances in technology, we consider 200 W/m2 as the minimum wind power density
for usable power production as used in the U.S. Wind Resource Atlas (Elliott et al., 1987). Figure 1
shows the wind power density at a location in the central U.S. for 200 consecutive hours. The red
horizontal line shows the 200 W/m2 lower power density threshold. For the initial 21 h, the wind
power density is above the minimum, but varies. Similarly, between 160th and 164th hour, it is more
than the threshold value, but varies rapidly. In this study, this variation when the wind power density
is at least sufficient is termed ’variability’. For some of the time, for instance from 43rd hour to 160th

hour, the wind power density is less than the threshold and a turbine placed here would presumably
not produce usable power. This is termed intermittency for the sake of the ensuing discussion.

In reliability theory, availability is one of the measures of the reliability of a system. Extending
the concept to wind power, the availability of wind power at a location has been estimated as:

Availability =
No. of hours with WPD ≥200 W m−1

Total number of hours
(8)

Figure 17 shows the availability of wind power in the U.S. The central U.S. has the greatest
availability onshore whereas most of the offshore region has the largest availability of 40% or
higher. Large areas of the non-central U.S. region have an availability of 20% or less.

If we multiply the numerator and denominator in the ratio above by the peak capacity of the
turbine and the area of the rotor blade of the turbine, the resulting ratio is the upper bound of the
capacity factor of the turbine. Thus, availabilities as defined above are the upper bounds of the
capacity factors of the turbines at the respective locations.

We then compare the availability of WPD to the capacity factors simulated in the Eastern Wind
Integration Transmission Study (EWITS) (Corbus et al., 2009, 2010). Figure 18 shows the
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Figure 17. Availability (dimensionless) of wind power resource at 80 m.

Figure 18. EWITS estimated capacity factors.

capacity factors simulated to study the feasibility of integration of large scale wind power into the
grid in the eastern U.S. Comparison of the two figures shows that the availability data shown
closely approximates the upper bounds of the capacity factors simulated in the EWITS.

5.1 Experiments

Following the assumption that the minimum wind power density needed for usable power
generation is 200 W/m2, the time series of wind power density at each grid point is converted into a
binary sequence of 1s and 0s depending on if the wind power density is greater or less than
200 W/m2. In the analyses that are described here, these binary sequences will be used.

To understand the spatial and temporal relationship between the wind resource at these grid
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points, the binary time series of wind and no-wind states are compared within a 19× 19 grid point
box. Given the 1/2◦ × 2/3◦ resolution of the MERRA grids, the effective size of the box is
∼1000 km× 1000 km. This rectangular box of 19× 19 grid points is drawn around every grid
point and the spatio-temporal relationship of wind resource box is studied.
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Figure 19. Schematic showing the criterion for anti-coincidence.

The center of a box, R, is shown in Figure 19. Along with the center, another point P is chosen
and the covariation of the wind resource state at these two points is studied. The number of points is
the box around R that fulfil the chosen criterion is the score of the point R.

Then the center of the box is moved to another grid point and the score of that point is
determined. Thus, every grid point is evaluated and its score for the assumed criterion is
determined.

The most important assumption in aggregation of geographically dispersed wind turbines to
mitigate intermittency is that there is wind at least at one of the two connected sites. This
hypothesis can be tested using the construct described above, viz., a grid box constructed around
every point and counting how many of them have an exclusive-OR wind state (XOR) with the
central grid point. An illustration of the exclusive-OR state is shown in Figure 19. In the hourly
wind power density time series of the two grid points, the hours when there is wind state (wind
power density greater than 200 W/m2) at one of the two points but not both, are counted. If this
count is at least 50% of the total length of the time series, the two points are said to be
anti-coincident. For the want of a better word, we use the term anti-coincident as it is not exact
statistical correlation but opposite wind state at the two points. Intuitively, if they are
anti-coincident for more than 50% of the time, they can be interconnected, and if there is no power
at one of the sites there is power at the other site with a probability of at least 50%. Figure 20
shows the number of anti-coincident points within a box of about ∼1000 km× 1000 km around
every point. Thus, the points which have greater concentration of anti-coincident points around it
would presumably benefit more strongly by interconnecting.

The west coast region of the U.S. has notable anti-coincidence of wind reserve. Most notable is
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Figure 20. Geographical variation of anticoincidence of wind power density at 80 m height in the U.S. The
color of each grid point shows the number of anticoincident points in a box of ∼1000 km× 1000 km
around it. The white region shows complete lack of anticoincidence or coincidence of intermittency.

the region along the northern Californian coast, in which some points have nearly half of the grid
points in a region of ∼1000 km× 1000 km around them. This inference conforms to an earlier
conclusion by Kahn (1979) who looked at the reliability of an aggregated array of wind sites in
California in a very comprehensive study. He found that most of the measures of reliability showed
marked increase in performance. Later researchers also reported similar confidence in the ability of
aggregated wind farms in ameliorating the fall in performance and reliability due to variability and
intermittency of the wind resource. This conclusion is readily explained by the substantial spatial
anti-coincidence of wind resource in the west coast. This inference is also supported by
meteorology of the region. The topographic inhomogeneities and the presence of mountains are
likely to contribute anti-coincidence of wind resource in this region. The east coast region in the
figure shows marginal anti-coincidence. Here too, the topographic differences and proximity to sea
contribute to the anti-coincidence. Although this region has some amenability for interconnecting
wind farms, the quantity and quality of wind resource are low. Still, in different times and spatial
scales, this region provides marginal benefit in interconnecting. It is very interesting that in the
central U.S. region, there are no sites that have at least 50% anti-coincidence with any nearby sites
in every region of ∼1000 km× 1000 km. It is also interesting that this region has the largest inland
wind resource in the whole U.S. This region has low surface roughness, and is characterized by
semi-arid climate and even terrain. Meteorologically, this region is largely impacted by the
anti-cyclones due to the subtropical high pressure systems. As high pressure systems tend to spread
over large areas, there is large coincidence of low wind state across the whole high pressure system.

The cyclones and low pressure systems due to the baroclinic instabilities, being mesoscale
phenomena, are spread over very large areas. The even plain terrain also aids to the homogeneity of
the wind resource in this spatial scale. Thus, the high wind instances are also highly correlated.

It may be noted that some earlier researchers (Archer and Jacobson, 2007) have shown that in a
square box of 850 km× 850 km, the interconnection of wind turbines resulted in reduction of
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variability of wind power.

5.1.1 Null Anti-Coincidence

With the surprising result in the central U.S. above, we wanted to see if a relaxed criterion shows
any feasibility of interconnecting wind turbines in the central U.S. to mitigate variability and
intermittency in wind power. So, the instances when the other point P has wind when R does not
have power are counted and if the count is at least 50% of the number of instances of no-wind at R,
they are termed null-anti-coincident. The number of such null-anti-coincident points around R in a
box of 19× 19 grid points is the score of R. Figure 21 shows an illustration of the instances.
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Figure 21. Schematic showing the criterion for null-anti-coincidence.

The geographical variation of null-anti-coincidence across the U.S. is shown in Figure 22. This
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Figure 22. Null-anti-coincidence of wind power density at 80 m across the U.S.

figure shows that in the west coast, there is large null-anti-coincidence. That is, if there is no
sufficient wind at any point, there are many sites around the point that have sufficient wind and
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interconnecting the sites can provide a steady wind power. Similarly, on the east coast, there is
considerable number of grid points around every point that can compensate for the lack of sufficient
wind at the point.

It is also interesting to note that in the case of anti-coincidence, the offshore regions do not have
sufficient anti-coincidence, whereas they satisfy the relaxed null-anti-coincidence.

The most significant lack of null-anti-coincidence occurs in the central U.S. This result is also
very significant due to the fact that this is the region that has the greatest wind resource inland.

Apart from the perspective of interconnecting to mitigate the intermittency in wind resource, this
result has another significant consequence that due to the high coincidence, the intermittency in the
central U.S. is highly synchronized. That is, large regions of the central U.S. have synchronized
high wind and synchronized low wind. Thus, if these regions are interconnected, then the
synchronized high wind instances will result in very large wind power in the grid and the
synchronized low wind situations will result in very low wind power output. This region with no
anti-coincidence or null-anti-coincidence, effectively is characterized by a high correlation of
greater than 0.5 between neighboring grid points.

There have been several studies that looked at intermittency in a smaller scale - millisecond,
second and minutes (Parsons et al., 2004, 2006; Smith et al., 2007; Makarov et al., 2009). The
reported implications of intermittency at the smaller scales is the impact on grid stability. It was
pointed out that sudden rise or fall of wind power does not occur and fall in wind power at a site is
gradual. But the impact of intermittency at the scales of an hour and longer is different. The result
is a rise or fall in the wind power in the grid. If the aggregated power from interconnected turbines
falls in the scale of hours the grid will be driven into instability.

Since the results of this experiment depend on the cut-in WPD chosen, although the value of
200 W/m2 is justified, we wanted to repeat the experiment for a cut-in WPD of 140 W/m2 and the
anti-coincidence scenario in the central U.S. does not change much.

To study the collective variation of the fraction of the grid points that have UWPD in the highly
correlated wind resource region, the time series of the points with UWPD as a fraction of the total
grid points in that region are plotted. Figures 23 and 24 show the time series for the years 1979 and
2009 respectively. Figure 25 shows the mean annual fraction of the points with UWPD averaged
over the thirty one years.

The initial 2000 hours in these figures correspond to the first three winter months of the year,
2000-7000 hours to the next six warm summer months and the remaining hours to the last three
cool/cold winter months. The most important inferences from these figures are discussed below.

1. The no-wind fraction is greater in summer than in the winter. As has been reported by
some earlier researchers (Elliott et al., 1987), this is a result of the lower density of air
and lower frequency of the baroclinic instabilities that result in the large-scale storm
systems. As discussed earlier, a large fraction of the wind resource in the central U.S.
region is due to these storms, and so, the increase in wind power density due to these
storms appears as the huge swings in power density in winter.

2. Rapid fluctuations of the no-wind fraction are large and frequent in the winter months.
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Figure 23. Time series of hourly fraction (dimensionless) of grid points that have usable WPD in the
coincident U.S. region in 1979.
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Figure 24. Time series of hourly fraction (dimensionless) of grid points that have usable WPD in the
coincident U.S. region in 2009.

3. The curve lies most of the time below 0.5, and so, the likelihood of most of the grid
points having high wind resource is less likely. But if the whole time series for the 31
years of the data is seen, there are instances when 99% of the grid points have wind
resource.

4. Because of the lower frequency of storms in summer, the season is clear of the large
swings in wind power density and the wind resource is less variable than in winter.
Thus, the aggregated resource in the central U.S. region is less intermittent in summer.
But it is to be noted that the resource itself is very low and the portion of the time the

34



0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec Jan
Hours starting from 0030 Hr on Jan 1st

Figure 25. Time series of annual mean hourly fraction (dimensionless) of grid points that have usable WPD
in the coincident U.S. region.

available wind resource exists below 0.1 is considerable, especially seen in 2009.

A cursory glance at Figure 10 points out that in the central U.S., most of the wind resource is
concentrated in a north-south oriented salient from Texas to North Dakota. Thus, this region with
availability greater than 25% is important for wind power generation. So, the variation of the
fraction of the grid points in the central U.S. that have very high coincidence (Figure 20) and also
have wind power density availability greater than 25% is shown in Figure 26. Shown are the
results for 1979.

This plot shows that for this region with appreciable wind resource, the synchronization of the
intermittency is exhibited to a greater extent. The number of hours for which less than 10% of the
points have usable power density is considerable. For the 31 years of data, less than 10% of the
points have power for approximately 8% of the time and less than 5% power for almost 3% of the
time.

One of the most important assumptions of these experiments is that the wind resource at every
grid point of any domain considered is utilized. It is reasonable to expect that with the development
of present technology and expected advancement, the entire inland U.S. and the continental shelf
region of the offshore region are at least marginally amenable for wind farming. So, to explore this
area, the inland U.S. and the belt around the coasts for about ∼100 km is considered. The collective
behavior of the wind resource in this region is studied. Figure 27 shows the fraction of grid points
in this region, that have power as defined in the earlier sections, during 1979. Summer, in general,
has the lowest power density and fluctuations. In addition, the summer months also have the largest
number of hours for which less than 5% or 10% of the grid points have usable power density.
Further, winter power density has large fluctuations. Figure 28 shows the aggregated capacity
factor, defined as the ratio of the total produced power in the region to the total name plate capacity
in the region, of simulated wind power generated in the EWITS. It is clear from this figure that the
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Figure 26. Time series of hourly fraction (dimensionless) of grid points that have usable WPD in the
coincident central U.S. that have availability >25%.
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Figure 27. Fraction of points with UWPD in 1979 at each hour in the whole U.S. + off-shore region.

results of this experiment are very similar to those that are observable in the EWITS. It is to be
noted that this plot shows the aggregated capacity factor and so, variations in the aggregated power
generation will be large as this plot would be scaled by a large number. Figure 29 shows, as
boxplots, the annual distribution of the fraction grid points in the continental U.S. and ∼100 km
offshore that have usable wind power density from 1979-2009. This figure shows that there is a
considerable fraction of time for which less than 20% of the area considered has usable wind power
resource. Further, the situations in which a large fraction (i.e. >0.75) of the grid points have usable
power can be characterized as outliers within these annual populations.
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Figure 28. Aggregated capacity factor of 187 sites in EWITS for 2004.
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Figure 29. Annual distribution of fraction of highs in all the 31 years at each hour in continental U.S. +
offshore.

5.2 Interannual Variability of Wind Resource

Figures 30 and 31 show the number of hours in the U.S. and the west coast for which atmost
10% of the grid points have usable power density. The x-ticks of the plot are the El-Nino years. A
very interesting feature of these plots is that during El-Nino years, in the entire U.S., for greater
number of hours, atmost 10% of the grid points have usable power whereas during the La-Nina
years, less number of grid points have usable power for less number of hours. Interestingly, the
opposite is true for the west coast. During El-Nino years, the increasing incidence of storms results
in greater wind resource in the west coast. This points to an interesting differential variability of
wind resource in the entire U.S. and the west coast and needs further in-depth study.
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Figure 30. Number of hours in each year for which atmost 10% of the grid points have UWPD.
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Figure 31. Number of hours in each year for which there is power at atmost 10% of the grid points in the
west coast of the U.S.
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5.3 Analysis Without Cut-in WPD

The time series of hourly wind power density at each grid point has been used to estimate the
hourly wind power generated at each grid point. To estimate the power generated, the following
assumptions have been used:

5.3.1 Turbine Size and Power Curve

A number of GE 1.5SLE wind turbines are assumed to be installed at each grid point. This
turbine has a hub height of 80 m and rotor diameter of 77 m. The nominal power of this turbine is
rated at 1.5 MW at a wind speed of 14 m/s. The density of the atmosphere assumed by the technical
specifications of the turbine is 1.225 kg/m3 The power curve of this turbine is shown in the Figure
32. This power curve is given as a function of wind speed. Using the reference air density, the
power curve has been converted into a function of the wind power density. At each grid point, this
power curve in terms of wind power density has been used to compute the power produced by this
turbine each hour.

Figure 32. Power curve for GE 1.5 MW turbines.
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5.3.2 Number of Turbines

Meneveau and Meyers (2010) reported, based on turbulence studies of the boundary layer and
the wind turbines, that placing wind turbines 15 rotor diameters apart is most cost effective for
power generation. For GE 1.5SLE, with a rotor diameter of 77 m, the separation needed is 1155 m
and the land area needed for each wind turbine at this optimum configuration is 0.3335 km2or about
three turbines per square kilometer. Considering other land uses and the constraints (i.e. legal,
community-action, and/or environmental) for wind farm deployment, it is assumed that 10% of
each grid cell area, on average, could be reasonably anticipated to be used to deploy wind farms.
Each grid cell is ∼50 km× 66.7 km. Thus, the installed capacity in each grid cell is used to
compute hourly capacity factors and also hourly power generation at each grid point.

5.4 Generation Duration Curves

Figure 33. The map of the different ISOs in the U.S.

In a generation duration curve, the inverse cumulative probability distribution of the generated
power is plotted as a function of the percentage of time in a year that the generation is greater than
or equal to the ordinate generation. In the curves below, instead of absolute generation, the capacity
factor is plotted against the percentage of time. Figure 33 shows the different Independent System
Operators (ISOs) considered for this part of the study. The grid points falling in each of these ISOs
are aggregated and studied for their collective behavior. For each ISO, the generation as a fraction
of the rated power (capacity factor) is plotted. The aggregated power of the whole ISO region is
also plotted as the red curve.

Some observations that can be drawn from these duration curves are:

1. There is some period of time in each ISO for which no power is produced.

2. The regions that have less resource (California, New England, New York and PJM) have
longer durations of no power whereas the regions in the central U.S. that have higher
resource (MISO, ERCOT and SWPP) have no power for shorter durations.
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Figure 34. Duration curve for California ISO.
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Figure 35. Duration curve for ERCOT.
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Figure 36. Duration curve for MISO.

41



0 10 20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

Percentage of time

C
a
p
a
ci

ty
 f
a
ct

o
r

Figure 37. Duration curve for NEISO.
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Figure 38. Duration curve for NYISO.
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Figure 39. Duration curve for PJM.
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Figure 40. Duration curve for SWPP.

3. The green line in all of the duration curve plots corresponds to a capacity factor of 0.05
(5%). It is generally seen that as a result of aggregation of wind turbines in each ISO,
the duration for which the capacity factor is above 5% is improved. But the
improvement is very noticeable in the case of MISO and SWPP. As a result of
aggregation, the duration for which the capacity factor is above 5% and also the
duration for which there is at least ’some’ usable power is enhanced compared to the
durations for the individual grid points.

4. In a study of the advantages of aggregating wind farms in northeast Texas, Oklahoma
and New Mexico (corresponding to the SWPP region), Archer and Jacobson (2007)
report that an aggregation of 19 sites was seen to produce 21% of the rated power 79%
of the time. From Figure 40, the aggregation of all the grid points produces 21% of the
rated power only 45% of the time. One important reason for this difference is that
Archer and Jacobson considered wind speed data for only the year 2000 and
extrapolated it to 50 m whereas the present study considers a long record of 31 years.
Incidentally, year 2000 was a La-Nina year and the wind speeds were larger than
normal. Also, as seen in Figure 30, the number of grid points that had usable power
density was greater.

5. In some of the ISOs (ERCOT, MISO, PJM and SWPP), there are some grid points
which have a sharply falling duration curve. So, if these grid points are omitted, it is
possible to enhance the performance of aggregation.

6. Table 1 shows some of the critical statistics of the 31 years of data for the seven ISO
regions. Because of the low wind resource, CalISO, NEISO, NYISO and PJM have very
high number of hours for which the hourly capacity factors of these regions are less than
5% and 10% of their rated capacity. Since MISO and SWPP have very high wind power
densities, they have lower number of critical hours (∼ 15% of the time of a year) and
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level crossing rates for 5% and 10% of the rated capacity.

Table 1. Statistics of intermittency in different RTOs in the U.S.

ISO Critical hours (%) Level crossing rate CoV of AP1 Median
ACF2

< 5% < 10% 5% level 10% level

CalISO 53 70 298 263 1.26 0.04
ERCOT 28 45 239 262 1.02 0.12
MISO 15 30 150 212 0.82 0.18
NEISO 56 71 198 161 1.51 0.03
NYISO 56 70 198 160 1.52 0.04
PJM 45 63 213 189 1.22 0.06
SWPP 17 31 180 238 0.85 0.18

1 AP: Aggregated power
2 ACF: Aggregated capacity factor

5.5 Power Time Series

Figures 41 to 47 show illustrative time series of generated power from the wind turbines in the
different ISOs. The abscissa is a sample interval of 100 hours, which is the same for all ISOs. Thus,
all the curves are snapshots of generation for the same 100 hours. The thin lines show the power
time series for the individual grid points whereas the thick red line shows that for the aggregate
(normalized mean) of all the grid points in the ISO.
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Figure 41. Time series of power in California ISO.
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Figure 42. Time series of power in ERCOT.
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Figure 43. Time series of power in MISO.
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Figure 44. Time series of power in New England ISO.
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Figure 45. Time series of power in NY ISO.
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Figure 46. Time series of power in PJM ISO.

The following inferences can be drawn from these illustrative series plots.

1. As a result of the aggregation of wind turbines, during periods when there is no power
at some grid points, there are grid points which have high wind power and hence there is
compensation.

2. During the 100 hours considered, the high wind events at the different grid points are
largely coincident.

3. There are instances when there is very little or practically no wind power. Most
importantly, there are instances when there is no wind in the whole ISO.

Previous researchers have suggested that aggregation would level the wind power on the
whole and as a result, reduce the instances when there is no power. These results and the
lack of anti-coincidence discussed in an earlier section indicate that this is not a very

46



10 20 30 40 50 60 70 80 90 100
0

200

400

600

800

1000

1200

1400

1600

Hours

P
o

w
e

r 
g

e
n

e
ra

te
d

 (
M

W
)

Figure 47. Time series of power in SWPP ISO.

robust strategy. With an effective aggregation (if the power at different grid points are
anti-coincident), the aggregate power curve (thick red line) would be steady. However,
large swings in the aggregate power generation are seen for all ISOs, and more
importantly, the aggregate curve still falls to near zero for a number of instances. What
is encouraging, however, is the aggregate curve exhibits substantially damped
oscillations.

4. As noted by Sorensen et al. (2007), with higher penetration of wind power, aggregation
of turbines makes the ramp rates very large. It may be noted that the aggregate curve in
these time series plots is a mean of the power time series at the individual grid points. If
that curve is multiplied by the number of grid points in the ISO region, the ramp rates
may be sharp.

5. The power time series in California ISO indicate that the grid points in the west coast
have a tendency to randomly change their power profile. This region, as shown by the
anti-coincidence results above and also by Kahn (1979), is very amenable for
aggregation to make the aggregate power steady, at least, to some extent.

6. A common question considered in wind integration is - ’will wind stop blowing
everywhere at the same time?’. Between hours 60 and 80, in all these plots, (which
correspond to 2000 Hrs on 11th Jan, 1979 and 1600 Hrs on 12th Jan, 1979), there is
almost no wind in New England, New York, PJM, MISO, and very little wind blew in
ERCOT and SWPP. Figure 48 shows the average sea level pressure during those hours.
This figure shows that there was a huge high pressure system over New England and
New York and it extended westward and southward such that many ISOs did not have
wind simultaneously. During these hours, California ISO has some variability across the
grid points in wind. But, considering the fact that the wind resource in California is low
compared to MISO, ERCOT and SWPP, the wind power from California is unlikely to
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Figure 48. A high pressure system over a wide area in the U.S.

make up for the lull in the other ISOs.

We reiterate that one of the key assumptions of this study is the rather ubiquitous penetration of
wind power across the U.S. (i.e. 10% of every grid cell contains wind farms). Thus, our results
should be considered accordingly. Currently in the U.S., Texas has the largest aggregate wind
power installation. Figure 49 shows the installed wind capacity in each state in 2008. When the
wind fraction of the installed capacity is small, the variability in wind generation is very small.
Thus the ISOs consider it as a small variation in the load and try to match the net load (load - wind
generation) with power generated from the other conventional generation. As wind penetration
increases, this notion is no longer true. An illustrative instance is the emergency in ERCOT region
of Texas on 26th February, 2008 when ∼1800 MW of wind power was lost in three hours, and
demand rose by ∼1000 MW. Figure 50 shows the averaged sea level pressure from 1200 Hrs on
26th February, 2008 to 0800 Hrs on 27th February, 2008.

As discussed earlier, because these high pressure systems, as shown in Figures 48 and 50, extend
to very large areas, meteorologically these large regions are characterized by high correlation.

Thus, although the central U.S. region has very high wind resource, most of the grid points in
this region are meteorologically homogeneous and are characterized by high correlation. The
anti-coincidence experiments show that although steadiness of aggregated power occurs sometimes,
more than 50% of the time, the grid points in the central U.S. are highly synchronized in their
intermittent behavior.

Considering the statistical behavior of n number of grid points with equal mean power and equal
fluctuation (Appendix on page 62), the ratio of coefficient of variation of power with and without
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Figure 49. Installed wind capacity in the U.S. in December 2008.

Figure 50. Sea level pressure on 26th Feb, 2008 showing the high pressure system spanning a wide area.
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aggregation can be studied as a function of the number of grid points aggregated. An important
parameter in this experiment is the mean correlation among the aggregated grid points. Figure A1
shows the factor by which the CoV is reduced on the ordinate as a function of the number of grid
points on the abscissa. The different curves correspond to different mean correlations as shown in
the legend. This plot shows that with no mean correlation, the CoV is drastically reduced but with a
non-zero mean correlation. The decay rate of reduction of CoV is dramatically reduced.

Another important inference from this plot is that the benefit of aggregation saturates beyond 10
grid points. It may be noted that Archer and Jacobson (2007) reported that the benefit of
aggregation does not saturate with the number of points. But the asymptotic nature of the reduction
factor results in a saturation. The fact that the benefit of aggregation saturates does not depend on
the nature of the turbine or the wind resource at the individual locations.

The mean and standard deviation of power generated with and without aggregation presented in
Archer and Jacobson (2007) have been used to compute the mean correlation coefficient in the
aggregation considered in ERCOT in that work. The use of the analysis of the collective behavior
of the wind power sites (Appendix-1) results in a mean correlation coefficient of 0.48. Thus, within
the bounds of experimental error, the anti-coincidence plot 20 in which the number of points around
every point that are anti-coincident at least 50% of the time are counted is vindicated.

Figures 51 to 57 show the annual distribution of frequency of wind power generation capacity
factors . The red line shows the median capacity factor in each year. The red pluses represent the
outliers (greater than 1.5 times the inter-quartile range). The following inferences can be drawn
from these plots:

1. The median capacity factors are very low.

2. The lower capacity factors are more common and the higher capacity factors are
outliers. That means that the distributions of capacity factors are longtailed.

3. It is also interesting that California, New England, New York and PJM have very long
tails whereas MISO, ERCOT and SWPP have short tails. This implies that very high
wind power occurs in the former ISOs rarely whereas in MISO, SWPP and ERCOT,
very high wind power generation events occurs often.

4. The inter-annual variability in the median capacity factor is low in the ISOs with lower
wind resource whereas MISO, ERCOT and SWPP medians have larger variation.

5. California, PJM, New England and New York ISOs have their 25th percentile very close
to zero.

6. CONCLUSIONS

6.1 Limitations and Key Assumptions

Before summarizing the results and inferences of our study, we note the key assumptions and
limitations of the study.
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Figure 51. Annual distribution of wind generation capacity factor in California ISO.

79 84 89 94 99 04 09
0

0.2

0.4

0.6

0.8

1

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 C

F

Figure 52. Annual distribution of wind generation capacity factor in ERCOT ISO.
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Figure 53. Annual distribution of wind generation capacity factor in MISO.
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Figure 54. Annual distribution of wind generation capacity factor in NE ISO.
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Figure 55. Annual distribution of wind generation capacity factor in NY ISO.
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Figure 56. Annual distribution of wind generation capacity factor in PJM ISO.
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Figure 57. Annual distribution of wind generation capacity factor in SWPP ISO.

1. The data used for construction of the wind resource is a result of the assimilation of
measurement and satellite remote sensed data into a global model. Thus the
imperfections of the model and the assimilation schemes are bound to influence the
computed output.

2. The spatial resolution of the data is 0.5°×0.67° and the temporal resolution is one hour.
So, some local effects that change wind speeds like mountain passes and valleys are not
represented in this study. Further, since the time resolution is an hour, intermittency and
other phenomena of higher scale and their effects can only be studied.

3. It is assumed that all the wind resource that is available is harnessed.

4. While studying the variation of wind resource the demand or load and the economic
feasibility are not taken into consideration.

5. Magnitudes of some of the results are dependent on the minimum wind power density
threshold (200 W/m2). But qualitatively, the results are very robust as a lower threshold
(140 W/m2) produced the same qualitative results.

6.2 Wind Power Density at the surface

We have undertaken an assessment of the wind power resource for the U.S. Wind power density
time series at each grid point in the domain between 20° and 50°N, and 130° and 60°W has been
constructed using the MERRA atmospheric reanalysis which has a spatial resolution of 0.5°×0.67°
and hourly time resolution for the period 1979-2009. The effective wind speed at the center of the
lowest model layer from the reanalysis has been used for this purpose. This dataset has been used to
study and characterize the quality of onshore wind resource across the U.S. and our analysis has
also considered offshore regions. The constructed mean wind power density map shows the
established qualitative abundance of wind resource across the U.S. The median wind power
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densities are approximately half of the mean values. Thus, for substatially more than 50% of the
time, the wind power density at a place is less than half of the mean wind power density.

Conventionally, wind resource has been summarized in terms of the mean wind speed or the
mean wind power density at a location. Since the mean wind speed does not include the effects of
variations in density, the mean wind speed does not comprehensively represent the wind resource at
a location. Also, the wind atlases produced by the energy agencies of many countries represent the
wind resource in terms of the mean wind power density. Although wind power density is a good
variable to encompass the effects of wind speed and air density simultaneously, our results
indicated that the mean as a central tendency overestimates the resource as can be seen from the
frequency distribution of wind power density which is a positively skewed and long tailed
distribution. Thus, to more accurately represent this distribution, median should be used. The
variability of the wind resource as measured by the coefficient of variation shows that, usually, the
regions with higher wind resource have higher variability. But among those regions, the Atlantic
offshore region has greater variability than the central U.S. region. Unavailability of wind resource,
as a measure of the reliability of the system, has been mapped as the number of hours with no
usable wind power density at a location. The map shows that the central U.S. has the lowest
unavailability and the offshore regions have unavailability of 40% or lower.

Maps of statistics of the wind and no-wind episode lengths have been developed for the U.S.
region. They help in understanding the persistence characteristics of wind power density and the
lumped nature of intermittency. The maps of median and mean episode lengths show that for the
central and non-central U.S., the distributions of wind episode lengths have distributions that are
differently skewed. The wind episodes in the central U.S. are symmetrically distributed where as in
the southeastern states, the wind power is very steady for some periods. Such knowledge of
steadiness of wind power density is very helpful in planning the development of wind power
harnessing.

6.3 Altitude Dependence of Wind Power Density

The boundary layer flux parameters friction velocity, surface aerodynamic roughness length and
displacement height - and the similarity theory of boundary layer dynamics have been used to
estimate the wind speed at different wind turbine hub heights - 50 m, 80 m, 100 m and 120 m - and
the variation of the wind resource and its characteristics have been studied with respect to altitude.
Since time varying parameters have been used in our estimation, they are likely to be more robust
than those in the studies that used a logarithmic law or a power law with empirically determined
exponents. Comparison of the wind power density at 50 m constructed in this study and that
developed by NREL shows that the regions of appreciable wind source are similar in both the
estimates. But there are some quantitative differences. Taking into account the uncertainty rating of
the estimates in different regions in the NREL atlas, our estimates fall well within the bounds of the
uncertainty estimates of the NREL atlas.

For the wind resource at 80 m, comparison of mean wind speed at 80 m estimated in this study
and that estimated by NREL shows that both the estimates are very close qualitatively and also
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quantitatively. There are a few patches of regions in the central U.S. where NREL estimates show
wind speeds greater than 8.5 m s−1 which this estimate misses because of slightly lower resolution
than the NREL study. To complete the picture, mean wind power density at 80 m has been
examined (although a direct comparison with the NREL study was not possible). The central U.S.
and offshore regions (especially off the coast of New England and central California) show the
greatest potential. An interesting fact that this plot shows is that even though the mountainous
regions on the west coast have high wind speeds, these regions have low wind power density
because of the lower air density. This also shows that mean wind speed can not be a reliable
measure of wind resource.

As the altitude is increased from 50 m to 80 m, there is a general increase in the wind resource
while the increase is greater in the central U.S. region and in New England along the Appalachian
region. The variation in wind resource with altitude is dependent on the wind resource at the lower
height and the surface roughness length of the boundary layer. The wind resource increased rapidly
in the central U.S. because of the higher wind speeds at lower altitudes and it increased in the New
England due to the large roughness length. Another reason for the large increase in wind power
density with altitude in the central U.S. is the presence of a strong nocturnal low level jet that has a
maximum between 500 m and 800 m.

As the hub height is increased from 80 m to 100 m and 120 m, the mean wind power density
increases fast initially and then the increase subsides. Although the change decreases, there does
not seem to be a saturation even with reasonable increases beyond 120 m. The median wind power
density also shows a similar change profile.

As the mean wind power density increases with altitude, it implies that the frequency distribution
of the wind power density shifts to the right. Also, the frequency distribution is broadened. Thus,
the wind resource and the variability of the resource increase with a rise in hub height from 80 m to
120 m. The increase in wind power density corresponds to almost more than one wind-power class.

The CoV of WPD with altitude shows different variation in different regions. Interestingly,
while the CoV decreases over the land, it increases slightly over the oceans. It implies that the
variance increases faster than the mean in the offshore regions. Further, the CoV decreases with
altitude in the northeastern states. Interestingly, the largest increase in persistence of wind power
density with altitude is in these northeastern states. The central U.S. and offshore regions have
similar mean and median episode lengths whereas the non-central continental U.S. regions have
longer mean episode lengths and shorter median episode lengths leading to the inference that the
episode length distributions in the non-central U.S. are very skewed and are dominated by a few
long episode lengths. With altitude, the mean episode length decreases less in the resource-rich
regions but more so in the low-resource regions (e.g. northeast). Conversely, the median increases
almost everywhere by about an hour or less. This leads to the important inference that as the turbine
hub height is increased, a few very long episodes are replaced by a greater number of shorter
episodes and hence more intermittent wind resource.
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6.4 Intermittency

The most important part of this study is the characterization of intermittency of wind resource in
the U.S. Unlike in previous studies, the fluctuations in wind power have been distinguished into two
classes - fluctuating usable power density termed variability and lulls when the turbine does not
produce usable power, which in this study is distinguished as intermittency. While acknowledging
that intermittency of wind is a substantial impediment in increasing the penetration of wind power,
many researchers suggested geographical diversification of wind generation as the most effective
solution to mitigate the effect of intermittency in wind power. Central to this strategy is the
assumption that the wind power density time series at different locations are less correlated or,
according to some studies, even negatively correlated. Most of the studies showed that in the shorter
timescales, the power time series or the power density time series were less correlated. Some
studies with wind power time series in Germany, UK and Ireland found that the anti-correlation
broke down in longer timescales - hours, days and longer timescales. It is interesting that all the
studies that found the wind power time series anti-correlated or otherwise used shorter records of
data - usually a year. Thus, to test this important assumption, the time series of wind power density
constructed in this study has been used. To obviate the situation when the wind power density time
series at two sites are below a minimum WPD and anti-correlated in the statistical sense, the wind
and no-wind states as time series have been constructed with a cut-in WPD of 200 W/m2. The
hourly wind states of two sites have been compared for their anti-coincidence.

Two metrics have been conceived to study the mutual anti-coincidence of intermittency states. A
box of approximately ∼1000 km× 1000 km has been constructed around every grid point in the
U.S. domain, the points fulfilling a chosen anti-coincidence criterion with the center of the box are
counted and the count is designated as the score of the center grid point. The first criterion chosen
was if the number of X-OR logical states with the center of the box are at least 50% of the length of
the record. The second criterion was if the number of hours for which a point has UWPD when the
center does not, for at least 50% of the number of hours for which the center does not have UWPD.
The most important conclusion from these experiments is that the west coast region of the U.S. has
sufficient spatial inhomogeneity of wind resource intermittency, while the east coast has to a
marginal extent. However, in the central U.S. which is very rich in wind resource, the number of
points with UWPD around a point that has no UWPD is almost zero. It is interesting to note that
with relaxed criterion, the geographical inhomogeneity of intermittency states increases on the east
coast, west coast and the offshore regions, but the central U.S. shows no spatial inhomogeneity. A
very important corollary of this inference is that the intermittency in the central U.S. is highly
synchronized. As a result, vast areas in the central U.S. have UWPD at the same time or do not
have UWPD. This coherence has important implications of power system stability and also to
reliability of resource availability.

It is significant that with a lower value of UWPD, the collective behavior is very similar in the
central U.S. This leads to the important and robust inference that the intermittency in the central
U.S. is very highly synchronized. The collective behavior of the grid points with UWPD in the
highly correlated central U.S. shows that the windy fraction of the grid points is less in the warmer
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months than in the cooler/colder months, has large and frequent fluctuations in the colder months
and is less than 0.5 for most of the time. When only the grid points that have appreciable wind
resource (availability greater than 25%) have been considered, the synchronization of intermittency
is exhibited to a greater extent. Assuming the ability to harness the wind power in the continental
U.S. and 100 Km into the continental shelf, the fluctuation of the number of grid points with wind
resource in the whole amenable area shows behavior that is very similar to the one of the central
U.S., possibly because of the dominance of the central U.S. wind resource. For many hours in a
year, the fraction of grid points that have UWPD is less than 10%. It is significant that the
aggregated capacity factor in the EWITS shows similar behavior. Thus as the penetration of wind
power increases, the large fluctuations in the longer time scales will have significant impact on the
reliability of power resource.

The analyses also addressed the behavior of the hourly aggregated power in the seven regional
transmission organization areas. A number of GE 1.5SLE turbines per unit area based on a
condition for optimizing the extraction of wind power have been assumed at each grid point.
Assuming that 10% of the area is used for wind farms, the hourly capacity factors and power
generation at each grid point is estimated. The generation duration curves have been computed
from the hourly capacity factor time series for the seven ISOs. They show that generally, there is no
power for some fraction of time in each ISO. Also, as commonly agreed, aggregation of wind
power in each ISO region mitigated intermittency to some extent and, as a result, the fraction of
time for which the power is less than 5% has been reduced in each ISO. By removing the points for
which the duration curves fall rapidly, the efficiency of aggregation can be improved. The results
show that in spite of the improvement due to aggregation, each region has considerable fraction of
time for which the capacity factor is less than 5%.

The time series of hourly wind power show instances of compensation because of aggregation.
The high and low wind events are lumped in time in each ISO region. The time series of aggregated
power are themselves intermittent. A random 100 hour plot of the time series for all seven ISOs
shows that there are instances when there is no wind power in any ISO, which is corroborated by a
meteorological chart of surface pressure which shows a high pressure system that supported low
wind fields. Since the wind resource at each grid point is considered in this study, the conclusions
in this study are expected to manifest with increasing penetration of wind power installations.

An analytical consideration of the behavior of coefficient of variation of aggregate power from
several wind generation units shows that the benefit of aggregation saturates beyond ten units. Also,
the benefit of aggregation falls rapidly with the correlation between the generating units.

The annual distributions of frequency of hourly capacity factors in the seven ISOs show that the
median capacity factors are very low. The distributions of low-resource regions have very long tails
whereas the regions in the central U.S., high wind events are more common.

6.5 Future Research

Since the ability of the U.S. and many other nations that are trying to harness wind power in
large scale is critically dependent on the strategy to achieve near persistent wind resource and to
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mitigate the impacts of intermittency, it is important that substantial research needs to be
undertaken to understand the character of the variable nature of wind resource. The ability of the
present study to utilize a long data record to understand the general structure of wind resource and
its variability can be used to further address many issues in this area. Some that emanate
immediately are given below.

1. Use of the different metrics suggested to reclassify the wind resource.

2. Taking into view the large differences in wind power resource over scales larger than a
year, the interannual variability of wind resource need to be studied. This would also
provide coarse predictive ability to foresee wind floods and wind droughts.

3. The variability of the wind power fluctuations due to the impact of different interannual
atmospheric phenomena like El-Nino, La-Nina and North Atlantic Oscillation has
discernible effect on the stability and behavior of power systems and also on the
availability of wind resource. As inferred in the present study, the mean area with wind
resource over the continental U.S. has a strong correlation with El-Nino. So, it is
important to investigate the mechanisms by which the resource and variability are
impacted in annual scale.

4. In view of the changing climate and the range of national and global policies to mitigate
climate change, the patterns of the wind resource and its variability need to be assessed
for ensuring the reliability of wind power systems.
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APPENDIX A: Statistics of Intermittency

Suppose there are n wind turbines with mean output power p1, p2, p3. . . pn and mean fluctuations
p′1, p

′
2, p
′
3. . . p′n. The aggregated power from these turbines is:

P = (p1 + p2 + p3 . . .+ pn) + (p′1 + p′2 + p′3 . . .+ p′n) (9)

at each hour and the mean squared deviation is:

P ′2 =
(
p1
′2 + p2

′2 + p3
′2 + . . .+ p4

′2
)

+ 2
(
p′1p
′
2 + p′2p

′
3 + . . .+ p′n−1p

′
n

)
(10)

Now, to simplify the treatment, let us assume that:

1. each turbine has the same mean power pm and

2. each turbine has the same fluctuation pf .

Therefore,

P ′2 = np2f + 2
(
p′1p
′
2 + p′2p

′
3 + . . .+ p′np

′
n−1
)

= np2f + n(n− 1)Cp2f (11)

Letting p′ =
√
P ′2, the coefficient of variation of the aggregate power is given by:

CoV =
p′

P
=

√
np2f + n(n− 1)Cp2f

npm
(12)

Case 1: No correlation Let us assume there is no correlation between the turbines. Then, the
second term in the square root above is zero. Therefore,

CoV1 =

√
npf
npn

=
1√
n

pf
pm

(13)

Case 2: Positive correlation Now let us assume a common correlation coefficient of C between
every pair of turbines. Thus, the coefficient of variation becomes:

CoV2 ==
pf
pm

√
n+ n(n− 1)C

n
(14)

where pf/m is the coefficient of variation of the individual turbines.
Figure A1 shows the variation of the coefficient of variation with the number of wind turbines or

grid points that are aggregated and the coefficient of correlation C is a parameter. This plot shows
that for the initial 10 units, the reduction in CoV is drastic and for subsequent addition of each unit,
the benefit of aggregation is marginal. More importantly, as the correlation between the units
increases, the benefit of aggregation saturates faster, that is with fewer number of turbines. This plot
also shows that with even a correlation of 0.3, the reduction in the coefficient of variation becomes
almost half of that with no correlation.
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Figure A1. Variation of CoV with number of aggregated wind turbines.

APPENDIX B: WPD Distribution
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Figure B1. Illustrative distribution of the wind power density. The histogram corresponds to an example grid
point in the central U.S.
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APPENDIX C: Wind Power Classes

Table C1. Wind Power classes at 50 m height.

Class Wind power density
at 50 m (W/m2)

Quality

1 0–200 Poor
2 200–300 Marginal
3 300–400 Fair
4 400–500 Good
5 500–600 Excellent
6 600–800 Outstanding
7 >800 Superb

Abbreviations

ACF Aggregated Capacity Factor

AP Aggregated Power

CalISO California Independent Service Operator

CoV Coefficient of Variation

ERCOT Electricity Regulatory Commission Of Texas

GEOS Global Earth Observing System

GMAO Global Modeling and Assimilation Office

IQR Inter-Quartile Range

ISO Independent Service Operator

MASS Mesoscale Atmospheric Simulation System

MERRA Modern Era Retrospective-analysis for Research and Applications

MISO Midwest Independent Service Operator

NCAR National Center for Atmospheric Research

NCDC National Climatic Data Center

NCEP National Center for Environmental Prediction
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NEISO New England Independent Service Operator

NREL National Renewable Energy Laboratory

NYISO New York Independent Service Operator

SWPP South West Power Pool

USWRA US Wind Resource Atlas

UWPD Useable Wind Power Density

WPD Wind Power Density
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